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Preface

These lecture notes are based on graduate-level courses I gave at Bonn
in summer term 2016, and in Ulm in winter 2020/21. I have based most of
these notes on Evans’ books [1,2]. Students taking this course should have
some acquaintance with functional analysis, but are not required to have
taken a first course on partial differential equations. The course is intended
for 14 weeks at 180 minutes per week, at a relatively slow pace. In any
case, the second iteration in 2020/21 took place remotely, essentially as a
reading class, due to the COVID-19 crisis, so that lecture times were largely
fictitious.

Hyperbolic conservation laws form an important class that is often ne-
glected in courses on partial differential equations (PDEs). A focus on ellip-
tic and parabolic equations, however, often misleads students to think that
PDEs always behave nicely and regularly, with classically established well-
posedness theories. In the hyperbolic case, however, things are different:
The ongoing lack of an existence and uniqueness theory for hyperbolic sys-
tems constitutes, as Peter Lax once said, a ‘scientific scandal’. The lack of
regularity, already exhibited in the scalar situation, is not just a shortcoming
of current analysis, but is inherent in the models and physically visible, e.g.,
in the form of shock waves.

Conservation laws naturally appear in numerous fields of application,
such as fluid dynamics, mathematical biology, collective behaviour, or traffic
flow. This course, however, focuses on problems of mathematical analysis in
terms of existence and uniqueness of entropy solutions, and an analysis of
the Riemann problem. While the theory of scalar conservation laws can be
considered reasonably complete, the corresponding problems for systems
are wide open and constitute the subject of very active current research.
This course can thus be the starting point for a Master’s thesis.

I am deeply grateful to Raphael Wagner, who not only composed an
exquisite set of example sheets, but also offered to typeset my (often sketchy
and illegible) handwritten notes.
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CHAPTER 1

Introduction

A conservation law is a first-order PDE of the form

(1.1) ∂tu(x, t) + divF (u(x, t)) = 0.

Here,
• the unknown is u : Rn × (0,∞)→ Rm,
• F : Rm → Rm×n is the given flux function,
• div is the divergence operator in x, i.e.

[divF (u(x, t))]i :=

n∑
j=1

∂xj [F (u(x, t))]ij .

If m > 1, we say that (1.1) is a system of conservation laws.
If m = 1, then (1.1) is a scalar conservation law.
Hyperbolicity: An assumption on F only relevant for systems, to be discussed
later.

Motivation:
Recall the Gauß divergence theorem:
Let Φ : Rn → Rn be C1 (continuously differentiable) and Ω ⊂ Rn a bounded
domain with smooth boundary ∂Ω and outer unit normal ν, then�

∂Ω
Φ(x) · ν(x) dS(x) =

�
Ω

div Φ(x) dx,

where dS means integration with respect to the surface measure on ∂Ω
and dx indicates integration with respect to the n-dimensional Lebesgue
measure.
Suppose now u : Rn × (0,∞) → R is the density of some quantity and
Ω ⊂ Rn a smooth and bounded domain. A conservation law then states
that the rate of change of

�
Ω u(x, t) dx with time equals the flux across the

boundary −
�
∂Ω F (u(x, t)) · ν(x) dS(x) :

d

dt

�
Ω
u(x, t) dx = −

�
∂Ω
F (u(x, t)) · ν(x) dS(x) = −

�
Ω

divF (u(x, t)) dx.

As this is true for every domain Ω, we obtain

u(x, t) + divF (u(x, t)) = 0,

i.e. (1.1) (for m = 1).

EXAMPLE 1.1. i) Burgers’ equation (m=n=1)

∂tu+ ∂x

(
u2

2

)
= 0.
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1. INTRODUCTION 5

ii) Consider the wave equation

∂ttw − ∂xxw = 0.

Write u1 = ∂xw, u2 = ∂tw, then we have

∂tu1 − ∂xu2 = 0 and ∂tu2 − ∂xu1 = 0

or, writing u = (u1, u2),

∂tu+ ∂xF (u) = 0 with F (u) = −(u2, u1).

iii) Similarly, for the nonlinear wave equation

∂ttw − (p(∂xw))x = 0 (p : R→ R given),

we have the "p-system"

∂tu+ ∂xF (u) = 0 with F (u1, u2) = (−u2,−p(u1)).

iv) The isentropic Euler equations of gas dynamics are

∂tρ+ div(ρv) = 0 (conservation of mass)

∂t(ρv) + div(ρv ⊗ v) +∇p(ρ) = 0 (conservation of momentum)

where ρ ≥ 0 is the density, v : Rn × (0,∞) → Rn the velocity, p a
given pressure function (e.g. p(ρ) = ργ , γ > 1) and v ⊗ v ∈ Rn×n with
(v ⊗ v)ij = vivj .
As long as ρ > 0, we can write

(1.2) u = (ρ, ρv1, ..., ρvn) and ∂tu+ divF (u) = 0,

where{
F1j(u1, ..., un+1) = uj+1 : j = 1, ..., n

Fij(u1, ..., un+1) =
ui+1uj+1

u1
+ p(u1)δij : i > 1, j = 1, ..., n.

The vacuum state (ρ = 0) causes trouble.

Rough plan of the lecture:
• Scalar conservation laws:

Characteristics, shocks, weak solutions and non-uniqueness, en-
tropy conditions, uniqueness (Kružkov), existence via compensated
compactness, Riemann problem
• Systems:

Weak solutions, entropy, Riemann problem, existence of systems of
two equations via compensated compactness, weak-strong unique-
ness

Literature:
• Evans [1]: Partial Differential Equations – Chapters 3.4 and II
• Evans [2]: Weak Convergence Methods for Nonlinear Partial Differ-

ential Equations – Chapter 5

Exam: Oral exam at the end of the semester.



CHAPTER 2

Scalar Conservation Laws

2.1. The Method of Characteristics

2.1.1. Characteristic ODEs for general first order PDEs.
Let Ω ⊂ Rn be a smooth domain and

Φ : Ω× R× Rn → R, (x, z, p) 7→ Φ(x, z, p)

be smooth. Consider the PDE

(2.1) Φ(x, u(x), Du(x)) = 0 on Ω

for the unknown u : Rn → R.

Idea: Reduce (2.1) to a system of ODEs! To this end, let x(s) be a curve in
Ω (s ∈ R). If u is a (smooth) solution of (2.1), set

z(s) = u(x(s)) and

p(s) = Du(x(s)) = (∂x1u(x(s)), ..., ∂xnu(x(s))).

Differentiate this with respect to s:

ṗi(s) =

n∑
j=1

∂xj∂xiu(x(s))ẋj(s).

On the other hand, differentiate (2.1) with respect to xi:

∂xiΦ(x, u,Du) + ∂zΦ(x, u,Du)∂xiu+
n∑
j=1

∂pjΦ(x, u,Du)∂xi∂xju = 0.

Therefore, if

ẋj(s) = ∂pjΦ(x(s), z(s), p(s)) = ∂pjΦ(x(s), u(x(s)), Du(x(s))),

then

ṗi(s) = −∂xiΦ(x(s), z(s), p(s))− ∂zΦ(x(s), z(s), p(s))pi(s).

Also differentiate z(s) = u(x(s)):

(2.2) ż(s) =
n∑
j=1

∂xju(x(s))ẋj(s) =
n∑
j=1

pj(s)∂pjΦ(x(s), z(s), p(s)).

Hence we derived the characteristic ODEs
i) ẋ(s) = DpΦ(x(s), z(s), p(s))

ii) ż(s) = DpΦ(x(s), z(s), p(s)) · p(s)
iii) ṗ(s) = −DxΦ(x(s), z(s), p(s))−DzΦ(x(s), z(s), p(s))p(s).
We have shown:

6



2.1. THE METHOD OF CHARACTERISTICS 7

THEOREM 2.1. If u is a smooth solution of (2.1) and x(s) solves i) with
z(s) = u(x(s)), p(s) = Du(x(s)), then z and p solve ii) and iii), respectively.

A solution of i) is called a characteristic curve for the PDE (2.1).
Hence the strategy to solve (2.1) is:
• Solve the system of ODEs i) - iii) under appropriate initial data

(s=0) related to a boundary condition u = g on ∂Ω for (2.1);
• This gives values of u along each characteristic curve via ii)
• Hope that the characteristic curves cover all of Ω and are disjoint.

Picture for Ω = {x = (x1, ..., xn) : xn > 0}:

xn

(x1, ..., xn−1)
x(0) = x0

x(s)

FIGURE 1. Characteristic curves

We will soon see that characteristics may intersect or not fill entire do-
mains.

2.1.2. Application to scalar conservation laws.
Consider a scalar conservation law

∂tu+ divF (u) = 0 (u : Rn × (0,∞)→ R, F : R→ Rn).

If u is a smooth solution, this is equivalent to

(2.3) ∂tu+ F ′(u) ·Dxu = 0 or Φ(y, u(y), Dyu(y)) = 0,

where y = (x, t), Dyu = (Dxu, ∂tu) and

Φ(y, z, q) = qn+1 + F ′(z) · (q1, ..., qn)︸ ︷︷ ︸
=:p

.

Our domain is Ω = Rn × (0,∞) ⊂ Rn+1. Note now that

DyΦ = 0,

DzΦ = F ′′(z) · p,
DqΦ = (F ′(z), 1).

Let z(s) = u(y(s)), q(s) = Dyu(y(s)). Hence i) becomes

(2.4)

{
ẏi(s) = F ′i (z(s)) : i = 1, ..., n

ẏn+1(s) = 1
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and ii) is
ż(s) = F ′(z(s)) · p(s) + qn+1(s) = 0

by virtue of the PDE (2.3). Do not need iii)! Let us impose in addition to
(2.3) the initial condition

u(x, 0) = g(x),

and choose y(0) = (x0, 0) ∈ ∂Ω. Then first ẏn+1(s) = 1 and yn+1(0) =
0 implies yn+1(s) = s. Also, ż(s) = 0 together with z(0) = u(y(0)) =
u(x0, 0) = g(x0) yields z(s) = g(x0) for all s ≥ 0, so that (2.4) gives

ẏi(s) = F ′i (g(x0))

and so
yi(s) = F ′i (g(x0))s+ (x0)i (i = 1, ..., n).

We have proved

THEOREM 2.2. Suppose u is a smooth solution of

∂tu+ divF (u) = 0 on Rn × (0,∞),

u(·, 0) = g.

Then u is constant along the characteristics, which are given by s 7→ (F ′(g(x0))s+
x0, s).

x0

u = const = g(x0)

t = 0

FIGURE 2. Linear characteristic curves

2.1.3. Formation of Shocks.
Consider the Burgers’ equation

(2.5) ∂tu+ ∂x

(
u2

2

)
= 0 on R× (0,∞)

with smooth initial data g : R→ R such that

g(x) =


1 : x ≤ 0

0 : x ≥ 1

decreasing : 0 < x < 1

By Theorem 2.2, the characteristic curves are given by

s 7→ (F ′(g(x0))s+ x0, s) = (g(x0)s+ x0, s)
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x0 1
x

u=1

t

u=0

characteristics cross!

FIGURE 3. Crossing of characteristics

If u is a smooth solution, it is constant along the characteristics, so at
the crossing point u = 0 and u = 1→ contradiction!
This shows:
There is smooth initial data such that (2.5) does not have a global-in-time
smooth solution!

The crossing of characteristics and breakdown of a smooth solution is called
a shock formation.

2.1.4. Rarefaction Waves.
Consider now (2.5) with (discontinuous) data

(2.6) g(x) =

{
0 : x ≤ 0

1 : x > 0

The notion of characteristic curves still makes sense and the solution is con-
stant along

s 7→ (g(x0)s+ x0, s).

x

u=1u=0

t no characteristics!

FIGURE 4. Non-determined area by characteristics

So the method of characterstics does not fully determine the solution.
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2.2. Weak Solutions

Recall the shock example from 2.1.3. It seems that the solution becomes
discontinuous after shock formation and "jumps" from 1 to 0. But then the
PDE does not make sense anymore.

2.2.1. Definition of Weak Solution.
Consider a scalar conservation law in one dimension

∂tu+ ∂xF (u) = 0 in R× (0,∞)

u|t=0 = g

Assume for the moment that u is a smooth solution. Let ϕ ∈ C∞c (R× [0,∞))
(smooth with compact support), then multiply the PDE by ϕ and integrate
in space and time:� ∞

0

� ∞
−∞

∂tuϕdxdt+

� ∞
0

� ∞
−∞

∂xF (u)ϕdxdt = 0.

Integrate by parts:

−
� ∞

0

� ∞
−∞

∂tϕudxdt−
� ∞
−∞

u(x, 0)︸ ︷︷ ︸
=g(x)

ϕ(x, 0) dx−
� ∞

0

� ∞
−∞

F (u)∂xϕdxdt = 0.

But this makes sense even if only u, F (u) ∈ L1
loc(R× [0,∞)) and g ∈ L1

loc(R)!
(Recall f ∈ L1

loc(Ω) if f is measurable and
�
K |f | < ∞ for every compact

K ⊂ Ω). Usually one is only interested in bounded solutions, hence we
define:

DEFINITION 2.3. Let F : R → R be continuous and g ∈ L∞(R). A
function u ∈ L∞(R × (0,∞)) is a weak solution (or distributional solution,
integral solution) of ∂tu+ ∂xF (u) = 0 with initial datum g if� ∞

0

� ∞
−∞

∂tϕudxdt+

� ∞
0

� ∞
−∞

∂xϕF (u) dxdt+

� ∞
−∞

ϕ(x, 0)g(x) dx = 0

for all ϕ ∈ C∞c (R× [0,∞)).
Without reference to an initial condition, u is simply called a weak solu-

tion if � ∞
0

� ∞
−∞

∂tϕudxdt+

� ∞
0

� ∞
−∞

∂xϕF (u) dxdt = 0

for all ϕ ∈ C∞c (R× (0,∞)).

(Notice carefully the difference between C∞c (R × [0,∞)) and C∞c (R ×
(0,∞)): Functions from the latter space need to vanish at t = 0, while
functions from the former don’t.)

The following proposition is rather technical, but will be used several
times in the sequel. We first need to introduce the space Cw([0,∞);L∞(R)):
This is the space of functions u : [0,∞) × R → R such that u(·, t) ∈ L∞(R)
for every t ≥ 0, and such that the map [0,∞)→ R,

t 7→
�
R
u(x, t)ψ(x)dx,

is continuous for every ψ ∈ L1(R). In this case one says that u is weakly
continuous into L∞.
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PROPOSITION 2.4. Let u ∈ Cw([0,∞);L∞(R)) be a weak solution of ∂tu+
∂xF (u) = 0. Let g ∈ L∞(R). Then u(·, 0) = g if and only if u is a weak
solution with initial datum g in the sense of Definition 2.3.

PROOF. Suppose u is a weak solution such that u ∈ Cw([0,∞);L∞(R))
and u(·, 0) = g. Let ϕ ∈ C∞c (R × [0,∞)) (i.e. ϕ(t = 0) is not necessarily
zero!). Let further χε : R→ R be a ‘cut-off’ function, i.e.,

χ(t) =

{
0 : 0 ≤ t ≤ 1

2

1 : t ≥ 1
,

which is smooth and increasing in
(

1
2 , 1
)
, and set χε(t) = χ

(
t
ε

)
. Note |χ′ε| ≤

C
ε . Then χ(t)ϕ(x, t) ∈ C∞c (R× (0,∞)) and hence, as u is a weak solution,� ∞

0

�
R
∂t(χεϕ)u+ ∂x(χεϕ)u dxdt = 0.

Observe that

lim
ε↘0

�
χε(t)∂xϕudxdt =

�
∂xϕudxdt

by the dominated convergence theorem, as χε → 1 a.e. and |∂xϕu| ∈ L1(R×
[0,∞)) is a dominating function.

On the other hand,�
∂t(χεϕ)u dxdt =

�
χε∂tϕudxdt+

�
χ′ε(t)ϕudxdt

=

�
χε∂tϕudxdt+

� ∞
0

χ′ε(t)

(�
R
ϕudx

)
dt.

The first integral approaches
�
∂tϕudxdt as (ε → 0) by dominated conver-

gence. For the second integral, note that

t 7→
�
R
ϕ(x, t)u(x, t) dx

is continuous on [0,∞) because u ∈ Cw([0,∞);L∞(R)) (exercise). In par-
ticular, since u(·, 0) = g,

lim
t↘0

�
ϕudx =

�
ϕ(0)g dx.

But then, as χ′ε is a nonnegative function of unit integral supported on (0, ε),

lim
ε↘0

�
χ′ε(t)

(�
R
ϕudx

)
dt =

�
R
ϕ(0)g(x) dx.

Putting everything together, we obtain for (ε↘ 0)�
∂tϕu+ ∂xϕudxdt+

�
ϕ(x, 0)g(x) dx = 0

hence u takes the initial datum in the sense of Definition 2.3.
Conversely, suppose u is a weak solution with initial data g in the sense

of Definition 2.3. Then the same arguments as above yield, since

lim
t↘0

�
ϕudx =

�
ϕ(0)u(x, 0) dx,
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the equality �
∂tϕu+ ∂xϕudxdt+

�
ϕ(x, 0)u(x, 0) dx = 0,

but by assumption also�
∂tϕu+ ∂xϕudxdt+

�
ϕ(x, 0)g(x) dx = 0.

Since this is true for all φ, we obtain u(·, 0) = g as desired. �

EXAMPLE 2.5. Consider Burgers’ equation with datum

g(x) =

{
1 : x ≤ 0

0 : x > 0
.

We claim that

u(x, t) =

{
1 : x ≤ t

2

0 : x > t
2

is a weak solution.
Proof: Let ϕ ∈ C∞c (R× [0,∞)). Write

Ω1 =

{
(x, t) : x <

t

2

}
,Ω2 =

{
(x, t) : x >

t

2

}
.

Then� ∞
0

� ∞
−∞

∂tϕu+ ∂xϕ
u2

2
dxdt

=

�
Ω1

∂tϕ+ ∂xϕ
1

2
dxdt+

�
Ω2

(∂tϕ+ ∂xϕ)0 dxdt

=

�
∂Ω1

ϕνt dS(x, t) +

�
∂Ω1

1

2
ϕνx dS(x, t)

= −
�
{x<0,t=0}

ϕdS(x, t) +

�
{x= t

2
}
ϕνt dS(x, t) +

�
{x= t

2
}

1

2
ϕνx dS(x, t)

= −
� ∞
−∞

ϕ(x, 0)g(x) dx+ 0,

since νt = −1
2νx on {x = t

2}.

2.2.2. Rankine-Hugoniot condition.
Let us generalize the previous example.

Suppose u : R × [0,∞) → R is a weak solution of ∂tu + ∂xF (u) = 0,
Ω ⊂ R × (0,∞) a bounded domain with smooth boundary and γ a smooth
curve that splits Ω in two subdomains Ωl and Ωr. Suppose u is smooth on
Ωl and Ωr, but possibly discontinuous along γ. Let ν be the unit normal in
direction of Ωr, and

ul(x, t) := lim
(y,s)→(x,t),(y,s)∈Ωl

u(y, s)

and similarly
ur(x, t) := lim

(y,s)→(x,t),(y,s)∈Ωr
u(y, s)
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x

t

Ωl

Ωr

ν

Ω

γ

FIGURE 5

for (x, t) ∈ γ. Let ϕl ∈ C∞c (Ωl), then using Definition 2.3,�
Ωl

∂tϕlu(y, s) dxdt+

�
Ωl

∂xϕlF (u(x, t)) dxdt = 0

⇔ −
�

Ωl

ϕl(∂tu+ ∂xF (u)) dxdt = 0.

Since this holds for every such ϕl, we have

∂tu+ ∂xF (u) = 0 in Ωl

and analogously
∂tu+ ∂xF (u) = 0 in Ωr.

Now let ϕ ∈ C∞c (Ω). Since u is a weak solution,

0 =

�
Ω
∂tϕu+ ∂xϕF (u) dxdt

=

�
Ωl

∂tϕu+ ∂xϕF (u) dxdt+

�
Ωr

∂tϕu+ ∂xϕF (u) dxdt.

But �
Ωl

∂tϕu+ ∂xϕF (u) dxdt

= −
�

Ωl

ϕ(∂tu+ ∂xF (u)) dxdt+

�
γ
ϕ(ulνt + F (ul)νx) dS

=

�
γ
ϕ(ulνt + F (ul)νx) dS

and likewise�
Ωr

(∂tϕu+ ∂xF (u)) dxdt = −
�
γ
ϕ(urνt + F (ur)νx) dS,

hence �
γ
ϕ(ul − ur)νt + ϕ(F (ul)− F (ur))νx dS = 0.
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As ϕ was arbitrary, we obtain

(ul − ur)νt + (F (ul)− F (ur))νx = 0

along γ. Suppose now γ is parametrized as

γ = {(x, t) : x = s(t)},
then

ν = (νx, νt) =
(1,−ṡ)√

1 + ṡ2

so we get

(2.7) F (ul)− F (ur) = ṡ(ul − ur) = σ(ul − ur) (σ := ṡ).

Equation (2.7) is called the Rankine-Hugoniot (jump) condition.
We have thus shown that any weak solution of the type considered satisfies
the Rankine-Hugoniot condition. The converse follows by reading the proof
‘in reverse direction’. Therefore:

THEOREM 2.6. If u is a smooth solution of ∂tu + ∂xF (u) = 0 on Ωl and
Ωr but possibly discontinuous along γ, then it is a weak solution on Ω if and
only if

F (ul)− F (ur) = ṡ(ul − ur) along γ,
where γ = {(x, t) : x = s(t)}.

REMARK 2.7. Our choice of parametrization excludes curves with tan-
gents parallel to the x-axis (Exercise).

EXAMPLE 2.8. Recall our solution to Burgers’ equation:

∂tu+ ∂x

(
u2

2

)
= 0 :

u(x, t) =

{
1 : x < t

2

0 : x > t
2

ul = 1
ur = 0

γ = {x = t
2}

x

t

So ṡ(t) ≡ 1
2 . We have F (ul) − F (ur) = 1

2 and ṡ(ul − ur) = 1
2 . So the

Rankine-Hugoniot condition is indeed satisfied.
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COROLLARY 2.9. (of Theorem 2.6) If u is smooth on Ωp and Ωr and solves
∂tu + ∂xF (u) = 0 on Ωp and Ωr, and if u is continuous along γ, then u is a
weak solution on Ω.

EXAMPLE 2.10. Consider Burgers’ equation with initial data

g(x) =

{
0 : x < 0

1 : x > 0.

x

u=1u=0

t no characteristics!

FIGURE 6. Non-determined area by characteristics

By the method of characteristics, if u is a solution, then u = 0 for x < 0
and u = 1 for x > t. What happens in between? Set

u1(x, t) =

{
0 : x < t

2

1 : x > t
2 .

Rankine-Hugoniot: F (ul)− F (ur) = −1
2 , ṡ(ul − ur) = −1

2 .
Hence u1 is a weak solution, and it is easily seen that it is inCw([0,∞);L∞(R)),
so that indeed it is a weak solution of the initial value problem by Proposi-
tion 2.4. But consider also

u2(x, t) =


1 : x > t
x
t : 0 < x < t

0 : x < 0.

Note:

• u2 is continuous in R× (0,∞);
• u ≡ 0 and u ≡ 1 are solutions on Ω1, and Ω3, respectively;
• u(x, t) = x

t is a solution on Ω2, since ∂tu+ ∂x
u2

2 = − x
t2

+ x
t2

= 0.

Hence by Corollary 2.9, u2 is also a weak solution of Burgers’ equation with
the same initial data (again cf. Proposition 2.4)! (u2 is called a rarefaction
wave.)
Disturbing discovery: Weak solutions are not necessarily unique! (given the
same initial data).
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x

t

u = 0

u = 1

u = x
t

Ω1 Ω3

Ω2

{x = t}

FIGURE 7. Alternative solution

2.3. Entropy Solutions

2.3.1. Definitions. Suppose u is a smooth solution of

∂tu+ ∂xF (u) = 0

and let η : R→ R be convex and smooth. Multiply the PDE by η′(u):

η′(u)∂tu+ F ′(u)η′(u)∂xu = 0.

Suppose q : R→ R is such that q′(z) = F ′(z)η′(z) for all z ∈ R. Then we get

0 = η′(u)∂tu+ q′(u)∂xu = ∂tη(u) + ∂xq(u).

DEFINITION 2.11. Two functions η, q : R→ R are called an entropy/entropy-
flux pair for ∂tu+ ∂xF (u) = 0 if

• η is convex
• q′(z) = F ′(z)η′(z) for all z ∈ R.

In the scalar case, every smooth and convex function η is an entropy,
because we can simply set

q(z) :=

� z

0
F ′(s)η′(s) ds.

We have seen: For smooth solutions ∂tη(u) + ∂xq(u) = 0 ("conservation of
entropy"). What about discontinuous solutions?

EXAMPLE 2.12. Consider ∂tu+∂x

(
u2

2

)
= 0, u(x, 0) = g(x) =

{
1 : x < 0

0 : x > 0.

We have seen that u(x, t) =

{
1 : x < t

2

0 : x > t
2

is a weak solution. Set η(z) = z2

2 and q(z) =
� z

0 F
′(s)η′(s) ds =

� z
0 s

2 ds =
z3

3 .
Is it true that ∂tη(u) + ∂xq(u) = 0?
Problem: u 6∈ C1 so we have to understand ∂tη(u) + ∂xq(u) in a weak (dis-
tributional) sense.
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DEFINITION 2.13. We say ∂tη(u) + ∂xq
′(u) ≥ (≤) 0 in the sense of distri-

butions if � ∞
0

�
R
∂tϕη(u) + ∂xϕq(u) dxdt ≤ (≥) 0

for all ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0.

So now let ϕ ∈ C∞c (R × (0,∞)) with ϕ ≥ 0 and ϕ > 0 on a subset of
{x = t

2} of positive measure. Then,
� ∞

0

�
R
∂tϕ

u2

2
+ ∂xϕ

u3

3
dxdt =

�
{x< t

2
}

1

2
∂tϕ+

1

3
∂xϕdxdt

=

�
{x= t

2
}

1

2
ϕνt +

1

3
ϕνx dS

=

�
{x= t

2
}
−1

4
ϕνx +

1

3
ϕνx dS

=

�
{x= t

2
}

1

12
νxϕdS

> 0,

hence ∂tη(u) + ∂xq(u) < 0 ("entropy dissipation along the shock").

EXAMPLE 2.14. Recall the weak solution

u(x, t) =

{
0 : x < t

2

1 : x > t
2

for Burgers’ equation with g(x) =

{
0 : x < 0

1 : x > 0.
A computation similar to

the previous example gives

∂t
u2

2
+ ∂x

u3

3
> 0 (weakly).

This phenomen can be described as ‘entropy production along the shock’.
But we also had the rarefaction wave solution

u(x, t) =


0 : x < 0
x
t : 0 < x < t

1 : x > t.

Since it is continuous and piecewise smooth, we have

∂tη(u) + ∂xq(u) = 0 (exercise).

Sometimes the mathematical entropy is minus the physical entropy. The
2nd law of thermodynamics hence motivates:

DEFINITION 2.15. Let g ∈ L∞(R). A function u ∈ L∞(R × (0,∞)) is an
entropy solution of

∂tu+ ∂xF (u) = 0

u(x, 0) = g(x)
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if
u− g ∈ C([0,∞);L1(R)), u(·, t)→ g in L1

and � ∞
0

�
R
∂tϕη(u) + ∂xϕq(u) dxdt ≥ 0

for all entropy / entropy-flux pairs η, q and all ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0.

Here, for reasons that will become apparent in the proof of the next
theorem, we require u−g to be in the function space C([0,∞);L1(R)), which
is defined as the space of functions v : R × [0,∞) such that v(·, t) ∈ L1(R)
for every t ≥ 0, and such that

lim
s→t

�
R
|v(·, t)− v(·, s)| dx = 0

for all t ≥ 0. In other words, the map t 7→ v(·, t) is continuous from [0,∞)
to L1(R) is continuous.

REMARK 2.16. Every entropy solution is a weak solution: Set η = id and
q = F . Since u ∈ L∞(R× [0,∞)), g ∈ L∞(R), and u− g ∈ C([0,∞);L1(R))
imply u ∈ Cw([0,∞);L∞) (exercise), by Proposition 2.4 every entropy solu-
tion is even a weak solution with initial data g in the sense of Definition 2.3.

But not every weak solution is an entropy solution (cf. Example 2.14
with the ‘non-physical shock’).

2.3.2. Uniqueness of entropy solutions.

THEOREM 2.17. (Kružkov 1970 [4])
There exists at most one entropy solution of

∂tu+ ∂xF (u) = 0 (F ∈ C1)

u(x, 0) = g(x) (g ∈ L∞).

Some preliminaries before we start the proof:
Dominated Convergence Theorem: Let Ω ⊂ Rn be a domain. If fn → f
pointwise a.e. on Ω and if there exists h ∈ L1(Ω) such that |fn(x)| ≤ h(x)
for every n ∈ N and almost every x ∈ Ω, then f ∈ L1(Ω) and

(2.8) lim
n→∞

�
Ω
fn(x) dx =

�
Ω
f(x) dx.

PROPOSITION 2.18. If f ∈ L1(Rn) then

lim
y→0

f(x− y) = f(x) in L1
loc,

i.e.

(2.9) lim
y→0

�
K
|f(x)− f(x− y)| dx = 0

for every compact subset K ⊂ Rn.

PROOF. Exercise. �

Mollification: Let η ∈ C∞c (Rn) with
�
Rn η dx = 1, η ≥ 0. Then η is called

a standard mollifier. Set ηε(x) := 1
εn η

(
x
ε

)
. We have:
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PROPOSITION 2.19. Let f ∈ L1
loc(Rn) (i.e. f ∈ L1(K) for every compact

subset K ⊂ Rn) be continuous at x0 ∈ Rn. Then

lim
ε→0

�
Rn
f(x+ x0)ηε(x) dx = f(x0)

PROOF. Let κ > 0 and choose ε > 0 so small that |f(x+x0)−f(x0)| < κ
on supp ηε. Then�

Rn
|f(x+ x0)− f(x0)|ηε(x) dx ≤ κ

�
Rn
ηε(x) dx = κ

and the claim follows. �

PROOF. (Kružkov’s theorem)
Step 1: Consider the entropies given by ηk(z) = βk(z − α), where

• α ∈ R is fixed
• βk : R→ R is smooth and convex and

βk(z)→ |z| uniformly

β′k(z)→ sgn(z) a.e.

|β′k| uniformly bounded.

βk

β′k
z z

FIGURE 8

The entropy flux function is then given by

qk(z) =

� z

α
β′k(ζ − α)F ′(ζ) dζ.

For fixed z ∈ R, we have

qk(z)→ sgn(z − α)(F (z)− F (α)) (k →∞).

Indeed this follows from dominated convergence, since

β′k(ζ − α)→ sgn(z − α) a.e. ζ ∈ (α, z)

and
|β′k(ζ − α)F ′(ζ)| ≤ C|F ′(ζ)| ∈ L1(α, z).
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Therefore

lim
k→∞

qk(z) = lim
k→∞

� z

α
β′k(ζ − α)F ′(ζ) dζ

=

� z

α
sgn(ζ − α)︸ ︷︷ ︸

sgn(z−α)

F ′(ζ) dζ

= sgn(z − α)(F (z)− F (α)).

Let ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0. If u is an entropy solution, then for every k,
�

ηk(u)∂tϕ+ qk(u)∂xϕdxdt ≥ 0.

Since ηk(u)→ |η − α| uniformly,
�

∂tϕηk(u) dxdt→
�

∂tϕ|u− α| dxdt.

On the other hand,

qk(u)→ sgn(u− α)(F (u)− F (α))

for almost every x, t and

|qk(u(x, t))| ≤ C
� u(x,t)

α
|F ′(ζ)| dζ ∈ L∞(R× (0,∞))

as u ∈ L∞(R×(0,∞)), hence by dominated convergence (takeC
� ‖u‖L∞
α |F ′(ζ)| dζ|∂xϕ|

as a dominating function)

(2.10)
�

qk(u)∂xϕdxdt→
�

sgn(u− α)(F (u)− F (α))∂xϕdxdt.

This shows

(2.11)
� ∞

0

�
R
|u− α|∂tϕ+ sgn(u− α)(F (u)− F (α))∂xϕdxdt ≥ 0

for all α ∈ R, ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0.
Step 2: Suppose ũ is another entropy solution. As above,

� ∞
0

�
R
|ũ− α̃|∂tϕ̃+ sgn(ũ− α̃)(F (ũ)− F (α̃))∂yϕ̃ dyds ≥ 0

for all α̃ ∈ R, ϕ̃ ∈ C∞c (R× (0,∞)), ϕ̃ ≥ 0.
Let now ψ ∈ C∞c ( R︸︷︷︸

x

× R︸︷︷︸
y

× (0,∞)︸ ︷︷ ︸
t

× (0,∞)︸ ︷︷ ︸
s

), ψ ≥ 0. Fix (y, s) ∈ R ×

(0,∞) and set in (2.11) α = ũ(y, s), ϕ(x, t) = ψ(x, y, t, s). Integrate this in
y, s to get

�
|u(x, t)− ũ(y, s)|∂tψ + sgn(u(x, t)− ũ(y, s))

(F (u(x, t))− F (ũ(y, s)))∂xψ dxdydsdt ≥ 0.
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Similarly, for fixed (x, t) ∈ R × (0,∞), setting in (2.3.2) α̃ = u(x, t) and
ϕ(y, s) = ψ(x, y, t, s) yields�

|u(x, t)− ũ(y, s)|∂sψ + sgn(ũ(y, s)− u(x, t))

(F (ũ(y, s))− F (u(x, t)))∂yψ dxdydsdt ≥ 0.

Add the last two inequalities:�
|u(x, t)− ũ(y, s)|(∂tψ + ∂sψ)

+ sgn(u(x, t)− ũ(y, s))(F (u(x, t))− F (ũ(y, s)))(∂xψ + ∂yψ) ≥ 0.
(2.12)

Step 3: Choose ψ wisely. Let η be a standard mollifier on R (η ∈ C∞c (R), η ≥
0,
�
η = 1) and set

(2.13) ηε(x) :=
1

ε
η
(x
ε

)
.

Set ψ(x, y, t, s) = ηε
(x−y

2

)
ηε
(
t−s
2

)
γ
(x+y

2 , t+s2

)
for a γ ∈ C∞c (R×(0,∞)), γ ≥

0. Plug this into (2.12):� [
|u(x, t)− ũ(y, s)|∂tγ

(
x+ y

2
,
t+ s

2

)
+ sgn(u(x, t)− ũ(y, s))

(
F (u(x, t))− F (ũ(y, s)

)
∂xγ

(
x+ y

2
,
t+ s

2

)]

ηε

(
x+ y

2

)
ηε

(
t− s

2

)
dxdydtds ≥ 0.

(2.14)

Change of variables:

(2.15) x =
x+ y

2
, t =

t+ s

2
, y =

x− y
2

, s =
t− s

2
.

Write (2.14) as

(2.16)
�

h(y, s)ηε(y)ηε(s) dyds ≥ 0,

where

h(y, s) =

�
|u(x+ y, t+ s)− ũ(x− y, t− s)|∂tγ(x, t)

+ sgn(u(x+ y; t+ s)− ũ(x− y, t− s))
· (F (u(x+ y, t+ s))− F (ũ(x− y, t− s)))∂xγ(x, t) dxdt.

Next, by Proposition 2.18,

u(x+ y, t+ s)→ u(x, t)

in L1
loc(R× (0,∞)) as y, s→ 0 and

ũ(x− y, t− s)→ ũ(x, t);

therefore this also holds for a Lipschitz function of u(x+ y, t+ s) and ũ(x−
y, t− s):
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Indeed, if |Φ(u, ũ)−Φ(v, ṽ)| ≤ L(|u− v|+ |ũ− ṽ|) and un → u0, ũn → ũ0 in
L1
loc, then�

K
|Φ(un, ũn)− Φ(u0, ũ0)| dxdt ≤ L

�
K
|un − u0|+ |ũn − ũ0| dxdt→ 0.

Pick Φ(u, ũ) = |u− ũ| to get

|u(x+ y, t+ s)− ũ(x− y, t− s)| → |u(x, t)− ũ(x, t)|
in L1

loc as y, s→ 0 and set Φ(u, v) = sgn(u− v)(F (u)− F (v)) to show

sgn(u(x+ y, t+ s)− ũ(x− y, t− s))(F (u(x+ y, t+ s)− F (ũ(x− y, t− s)))
→ sgn(u(x, t)− ũ(x, t))(F (u(x, t)− F (ũ(x, t)))

in L1
loc as y, s→ 0. This shows

lim
y,s→0

h(y, s) =

�
|u(x, t)− ũ(x, t)|∂tγ

+ sgn(u(x, t)− ũ(x, t))(F (u(x, t))− F (ũ(x, t)))∂xγ dxdt

and in particular h is continuous at (0, 0). Hence (2.16) and Proposition
2.19 give (write now x = x, t = t)�

|u(x, t)− ũ(x, t)|︸ ︷︷ ︸
=:a(x,t)

∂tγ(2.17)

+ sgn(u(x, t)− ũ(x, t))(F (u(x, t))− F (ũ(x, t)))︸ ︷︷ ︸
=:b(x,t)

∂xγ dxdt ≥ 0.

Step 4: Make again suitable choice of γ(x, t) : Let 0 < t1 < t2, r > 0, and

γ(x, t) = A(x)B(t),

where
• A ∈ C∞c (R,R),

• A(x) =

{
1 : |x| ≤ r
0 : |x| ≥ r + 1

• |A′(x)| ≤ 2

A

−(r + 1) r + 1r−r
x

FIGURE 9
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• B ∈ C∞(R,R)

• B(t) =

{
0 : 0 ≤ t ≤ t1 or t ≥ t2 + δ (δ < t2 − t1)

1 : t1 + δ ≤ t ≤ t2
• B(t) monotone on (t1, t1 + δ) and (t2, t2 + δ).

B

t1 t2 + δt2t1 + δ
t

FIGURE 10

Then (2.17) becomes� t1+δ

t1

�
a(x, t)A(x)B′(t) dxdt+

� t2+δ

t2

a(x, t)A(x)B′(t) ddxdt

≥ −
� t2+δ

t1

�
{r≤|x|≤r+1}

b(x, t)A′(x)B(t) dxdt.

As (r →∞), the integral on the right hand side tends to 0: Indeed, since F
is smooth (and in particular Lipschitz), we have

sup
t∈(t1,t2+δ)

�
|b(x, t)| dx ≤ sup

t

�
|F (u(x, t))− F (ũ(x, t)))| dx

≤ L sup
t

�
|u(x, t)− g(x)− (ũ(x, t)− g(x))| dx

≤ L(‖u− g‖CtL1
x

+ ‖ũ− g‖CtL1
x
)

<∞.

It follows �
r≤|x|≤r+1

b(x, t)A′(x)B(t) dx→ 0 (r →∞)

for every t and ∣∣∣∣�
r≤|x|≤r+1

b(x, t)A′(x)B(t) dx

∣∣∣∣
is bounded uniformly in t so that the time integral approaches 0 by the
dominated convergence theorem.
Similarly, (r →∞) on the left hand side yields� t1+δ

t1

�
a(x, t)B′(t) dxdt+

� t2+δ

t2

�
a(x, t)B′(t) dxdt ≥ 0.
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Now observe that B′(t) is a standard mollification kernel on (t1, t1 + δ) and
likewise a negative standard mollification kernel on (t2, t2 + δ), so that by
Proposition 2.18, as (δ → 0)� t1+δ

t1

�
a(x, t)B′(t) dxdt+

� t2+δ

t2

�
a(x, t)B′(t) dxdt

→
�
a(x, t1) dx−

�
a(x, t2) dx ≥ 0.

hence we have shown the L1 contraction property�
|u(x, t2)− ũ(x, t2)| dx ≤

�
|u(x, t1)− ũ(x, t1)| dx

for 0 < t1 ≤ t2. Finally, if u(·, t) → g, ũ(·, t) → g in L1 as (t ↘ 0), then it
follows that �

|u(x, t)− ũ(x, t)| dx = 0

for all t > 0, hence u = ũ a.e. �

2.3.3. Riemann’s Problem.

PROPOSITION 2.20. Suppose that γ is a smooth curve splitting R× (0,∞)
in two domains Ω1,Ω2 and u ∈ L∞(R× (0,∞)) is a smooth solution of

∂tu+ ∂xF (u) = 0 on Ω1 and Ω2

respectively. If u ∈ C(R× (0,∞)), and if

u− g ∈ C([0,∞);L1(R))

for some g ∈ L∞(R), then u is an entropy solution of

∂tu+ ∂xF (u) = 0, u(x, 0) = g(x).

PROOF. Let η, q be an entropy / entropy-flux pair and let ϕ ∈ C∞c (R ×
(0,∞)), ϕ ≥ 0. Then�

R×(0,∞)
∂tϕη(u) + ∂xϕq(u) dxdt

=

�
Ω1

∂tϕη(u) + ∂xϕq(u) dxdt+

�
Ω2

∂tϕη(u) + ∂xϕq(u) dxdt

= −
�

Ω1

ϕ (∂tη(u) + ∂xq(u))︸ ︷︷ ︸
=0

dxdt−
�

Ω2

ϕ (∂tη(u) + ∂xq(u))︸ ︷︷ ︸
=0

dxdt

+

�
∂Ω1

ϕη(u1)νt + ϕq(u1)νx dS −
�
∂Ω2

ϕη(u2)νt + ϕq(u2)νx dS

= 0,

since u1 = u2 on γ by continuity (recall u1(x, t) = limy,s∈Ω1,(y,s)→(x,t) and
similar for u2). Note that on Ω1 and Ω2,

∂tη(u) + ∂xq(u) = 0

since u is a smooth solution (cf. the computation in subsection 2.3.1).
�
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Consider

∂tu+ ∂xF (u) = 0

u(x, 0) = g(x)

with special initial data

g(x) =

{
u1 : x < 0

u2 : x > 0.

This is called Riemann’s problem.

THEOREM 2.21. Let F be smooth and strictly convex. The unique (entropy)
solution of Riemann’s problem is given by

a) u(x, t) =

{
u1 : xt < σ

u2 : xt > σ

if u1 > u2, where σ := F (u1)−F (u2)
u1−u2

.

b) u(x, t) =


u1 : xt < F ′(u1)

G
(
x
t

)
: F ′(u1) < x

t < F ′(u2)

u2 : xt > F ′(u2),

whereG = (F ′)−1 (well-defined

by convexity of F!).

PROOF. a) Let η, q be an entropy / entropy-flux pair and ϕ ∈ C∞c (R ×
(0,∞)), ϕ ≥ 0. Then,�

R×(0,∞)
∂tϕη(u) + ∂xϕq(u) dxdt

=

�
{x
t
<σ}

∂tϕη(u1) + ∂xϕq(u1) dxdt+

�
{x
t
>σ}

∂tϕη(u2) + ∂xϕq(u2) dxdt

= −
�
{x
t
<σ}

ϕ (∂tη(u1) + ∂xq(u1))︸ ︷︷ ︸
=0

dxdt−
�
{x
t
>σ}

ϕ (∂tη(u2) + ∂xq(u2))︸ ︷︷ ︸
=0

dxdt

+

�
{x
t

=σ}
η(u1)ϕνt + q(u1)ϕνx − η(u2)ϕνt − q(u2)ϕνx dS

= C

�
{x
t

=σ}
νxϕ[−σ(η(u1)− η(u2)) + q(u1)− q(u2)] dS.

Since νxϕ ≥ 0, it suffices to show (assume σ > 0)

− σ(η(u1)− η(u2)) + (q(u1)− q(u2)) ≥ 0 if u1 > u2

⇔ (F (u1)− F (u2))(η(u1)− η(u2)) ≤ (q(u1)− q(u2))(u1 − u2)

⇔
� u1

u2

F ′(z) dz

� u1

u2

η′(z) dz ≤
� u1

u2

q′(z) dz(u1 − u2)

⇔
� u1

u2

F ′(z) dz

� u1

u2

η′(z) dz ≤ (u1 − u2)

� u1

u2

F ′(z)η′(z) dz

and this is true (exercise). The case σ < 0 is similar. Note also that u− g ∈
C([0,∞);L1(R)), as can be seen by direct computation.
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b) We use Proposition 2.20: Clearly u − g ∈ CtL1
x, and u is continuous

on R×(0,∞). Hence u is the entropy solution if it is a solution on {F ′(u1) ≤
x
t ≤ F

′(u2)}. Check this: Recall G = (F ′)−1.

∂tG
(x
t

)
+ ∂xF

(
G
(x
t

))
= G′

(x
t

)(
− x
t2

)
+ F ′

(
G
(x
t

))
G′
(x
t

) 1

t

= G′
(x
t

)[
− x
t2

+
x

t

1

t

]
= 0.

�

2.4. Compensated Compactness

2.4.1. Viscosity Approximation. Let again F be smooth and g ∈ L∞(R).
Goal: Show existence of an entropy solution of

∂tu+ ∂xF (u) = 0 on R× (0,∞)

u(x, 0) = g(x).

Idea: Approximation by a better equation! Consider for ε > 0 the para-
bolic PDE

∂tuε + ∂xF (uε) = ε∂xxuε(2.18)

uε(x, 0) = g(x),

for which existence of smooth solutions can be shown more easily (cf. heat
equation ...) Let us assume for the moment that uε is smooth,

sup
ε>0
‖uε‖L∞(R×(0,∞)) <∞ and uε − g → u− g in CtL1

x

for some u ∈ L∞(R × (0,∞)) (this is in practice very difficult to show).
We claim that then u is the entropy solution. To see this, let η, q be an
entropy/entropy-flux pair. Multiply (2.18) by η′(uε) to obtain

0 = η′(uε)∂tuε + η′(uε)F
′(uε)∂xuε − ε∂xxuεη′(uε)

= ∂tη(uε) + ∂xq(uε)− ε∂xxη(uε) + ε η′′(uε)(∂xuε)
2︸ ︷︷ ︸

≥0 (η convex)

so that ∂tη(uε) + ∂xq(uε) ≤ ε∂xxη(uε). Let now ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0.
Then �

ϕ∂tη(uε) + ϕ∂xq(uε) dxdt ≤ ε
�

∂xxη(uε)ϕdxdt

so �
∂tϕη(uε) + ∂xϕq(uε) dxdt ≥ −ε

�
∂xxϕη(uε) dxdt.

Since, on the support of ϕ, uε → u in CtL1
x, we conclude�

∂tϕη(uε) + ∂xϕq(uε) dxdt→
�

∂tϕη(u) + ∂xϕη(u) dxdt

and ∣∣∣∣ε� ∂xxϕη(uε) dxdt

∣∣∣∣ ≤ ε sup
|z|≤‖uε‖L∞

|η(z)|
�
|∂xxϕ| dx→ 0
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hence �
∂tϕη(u) + ∂xϕq(u) dxdt ≥ 0

so u is the entropy solution. This gives another motivation for our definition
of entropy solution.
Problem: "Strong" convergence like uε → u in CtL1

x is very hard to prove! If
we only have an L∞-bound ‖uε‖L∞ ≤ C, the best we can hope for is weak
convergence.

2.4.2. Weak convergence. Let (X, ‖ · ‖X) be a normed space and X ′

its dual space, i.e. the space of bounded linear functionals on X. For x′ ∈
X ′, write 〈x, x′〉 instead of x′(x). The dual space is itself a normed (even
Banach!) space with norm given by

‖x′‖X′ := sup{|〈x, x′〉| : ‖x‖X ≤ 1}.

DEFINITION 2.22. a) We say xn ⇀ x weakly in X if

lim
n→∞

〈xn, x′〉 = 〈x, x′〉

for all x′ ∈ X ′.
b) We say x′n

∗
⇀ x′ weakly-* in X ′ if

lim
n→∞

〈x, x′n〉 = 〈x, x′〉

for every x ∈ X.

Weakly convergent sequences are always bounded.

THEOREM 2.23. (Banach-Alaoglu) Let X be a separable normed space and
(x′n) ⊂ X ′ a bounded sequence, i.e.

sup
n∈N

sup
x∈X,‖x‖X≤1

|〈x, x′n〉| <∞,

then there is a subsequence (x′nk)k∈N that converges weakly-*.

EXAMPLE 2.24. • Let 1 < p < ∞, then Lp(Ω) is a separable
normed space with norm

(2.19) ‖f‖Lp(Ω) =

(�
Ω
|f(x)|p dx

) 1
p

,

and its dual is Lq(Ω) for 1
p + 1

q = 1. The duality pairing is

〈f, g〉 =

�
Ω
f(x)g(x) dx.

Hence fn ⇀ f weakly means�
fng dx→

�
fg dx

for all g ∈ Lq(Ω).On the other hand, (Lq(Ω))′ = Lp(Ω) so (Lp(Ω))′′ =
Lp(Ω) (we say Lp(Ω) is reflexive) and hence the weak and the
weak-* topology on Lp(Ω) are the same.
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• L1(Ω) is also a separable normed space and its dual is L∞(Ω), but
L1(Ω) is not reflexive because (L∞(Ω))′ ) L1(Ω). In L∞(Ω) one
mostly uses the weak-* topology: fn

∗
⇀ f in L∞(Ω) if�

fng dx→
�
fg dx

for all g ∈ L1(Ω).
• Let Ω ⊂ Rd be a domain and C0(Ω) the space of continuous func-

tions Ω → R vanishing at the boundary. Then the dual of C0(Ω)
can be identified, by the Riesz-Markov representation theorem,
with the space of finite signed measures, i.e., the set of µ = µ+−µ−
where µ+ and µ− are finite measures supported on two disjoint
measurable sets Ω+ and Ω−, respectively. The dual pairing is given
by

〈f, µ〉 =

�
Ω
fdµ :=

�
Ω+

fdµ+ −
�

Ω−
fdµ−.

• The difference between weak and strong convergence is most ap-
parent in the presence of oscillations: Set Ω = (0, 1), fn(x) =
sin(nx). It is easy to see

fn
∗
⇀ 0

(i.e. for all g ∈ L1(0, 1) :
�
g(x) sin(nx) dx→ 0, "Riemann-Lebesgue-

Lemma"), but fn does not converge strongly in L∞(0, 1) (i.e. uni-
formly).

Weak convergence and nonlinearities
Recall we want to pass to the limit in the equation

∂tuε + ∂xF (uε) = ε∂xxuε,

and we know uε
∗
⇀ in L∞. In order to pass to the limit, we need F (uε)

∗
⇀

F (u). But this is not true!
Example: fn(x) = sin(nx) on (0, 1) and fn

∗
⇀ 0, but f2

n = sin2(nx)
∗
⇀ 1

2 6=
02.
So weak convergence does not commute with nonlinear functions:

F (w*- limuε) 6= w*- limF (uε)!

Our goal is to exclude such oscillatory effects.

PROPOSITION 2.25. Let X be a normed space and X ′ its dual, and let
either xn → x strongly in X and x′n ⇀ x′ weakly in X ′, or xn ⇀ x weakly in
X and x′n → x′ strongly in X ′. Then,

〈xn, x′n〉 → 〈x, x′〉.

The proof is left as an exercise.

2.4.3. Sobolev Spaces. Let Ω ⊂ Rn be a domain. A function u ∈
L1
loc(Ω) is weakly differentiable if there exists v ∈ L1

loc(Ω) such that�
Ω
uDϕdx = −

�
Ω
ϕv dx
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for all ϕ ∈ C∞c (Ω), and we write v = Du.
If k ∈ N and 1 ≤ p ≤ ∞, then

W k,p(Ω) = {u : Ω→ R : ∂αu ∈ Lp(Ω) for all multiindices α with |α| ≤ k}.

Similarly for W k,p
loc (Ω). The norm is given by

‖u‖Wk,p(Ω) =
∑
|α|≤k

‖∂α‖Lp .

The space W 1,p
0 (Ω) is the closure of C∞c (Ω) under the W 1,p-norm.

The space W−1,p(Ω) is the dual of W 1,p′

0 (Ω)(1 < p < ∞, 1
p + 1

p′ = 1), so the
norm is

‖f‖W−1,p(Ω) = sup
‖u‖

W
1,p′
0 (Ω)

≤1

∣∣∣∣�
Ω
fu dx.

∣∣∣∣
Note W−1,q

loc ⊂W−2,r
loc whenever q ≥ r.

Rellich Compactness Theorem: If Ω is bounded and smooth then

• W 1,p(Ω) b Lq(Ω) for 1 ≤ q < p∗, where p∗ = np
n−p .

• W 1,p(Ω) b C(Ω) if p > n.

Here: X b Y means compact embedding, i.e. if (xn)n∈N is bounded in X
then there exists a subsequence (xnk) s.t. xnk → x in Y ("(xn) is precompact
in Y ").

THEOREM 2.26. Let Ω ⊂ Rn be bounded and smooth and (µn) be bounded
inM(Ω). Then (µn) is precompact in W−1,q(Ω) for each 1 ≤ q < n

n−1 .

PROOF. By Banach-Alaoglu there is a subsequence (still called (µn))
such that µn

∗
⇀ µ in M(Ω). Consider W 1,q′

0 (Ω) with 1
q + 1

q′ = 1. Since
1 ≤ q < n

n−1 , q
′ > n, so that

W 1,q′

0 (Ω) b C0(Ω).

In particular B := {ϕ ∈W 1,q′

0 (Ω) : ‖ϕ‖
W 1,q′

0

≤ 1} is compact in C0(Ω) hence

for every δ > 0 there are finitely many functions {ϕi}i=1,...,Nδ ⊂ C0(Ω) such
that

min
1≤i≤Nδ

‖ϕ− ϕi‖∞ < δ

for all ϕ ∈ B. Therefore for ϕ ∈ B,∣∣∣∣ �
Ω
ϕdµn −

�
Ω
ϕdµ

∣∣∣∣ ≤ �
Ω
|ϕ− ϕi| dµn +

∣∣∣∣ �
Ω
ϕi dµn −

�
Ω
ϕi dµ

∣∣∣∣+

�
Ω
|ϕi − ϕ| dµ

≤ 2δ sup
n
|µn|(Ω) +

∣∣∣∣ �
Ω
ϕi dµn −

�
Ω
ϕdµ

∣∣∣∣
for some 1 ≤ i ≤ Nδ. Let now ε > 0 and choose δ > 0 such that

2δ sup
n
|µn|(Ω) <

ε

2
.
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Since µn
∗
⇀ µ, for every 1 ≤ i ≤ Nδ there exists Ni such that∣∣∣∣�

Ω
ϕi dµn −

�
Ω
ϕdµ

∣∣∣∣ < ε

2

for all n ≥ Ni. Therefore, if n > max1≤i≤Nδ Ni,∣∣∣∣�
Ω
ϕdµn −

�
Ω
ϕdµ

∣∣∣∣ < ε

for all ϕ ∈ B hence µn → µ in W−1,q(Ω). �

THEOREM 2.27. Let 1 < p < ∞,Ω bounded smooth domain, and f ∈
W k,p(Ω) for some k ≥ −1 (in particular f ∈ W−1,p(Ω) is allowed!). Then
there exists a unique solution in the sense of distributions of

(2.20) −∆u = f, u ∈W k+2,p(Ω) ∩W 1,p
0 (Ω).

Moreover, (fn) is precompact in W k,p(Ω) if and only if (un) is precompact in
W k+2,p(Ω).

PROOF. ‘Standard’ elliptic theory (see e.g. [3][Thm. 9.15]) �

LEMMA 2.28. (Interpolation of Lp-spaces)
Let Ω ⊂ Rn be measurable and let 1 ≤ p ≤ q <∞. For θ ∈ [0, 1] set 1

r = 1−θ
p +

θ
q (note such r are from [p, q]). Then if f ∈ Lp(Ω) ∩ Lq(Ω), then f ∈ Lr(Ω)

and
‖f‖Lr ≤ ‖f‖1−θLp ‖f‖

θ
Lq .

PROOF.

‖f‖rLr =

�
|f |(1−θ)r|f |θr

≤ ‖|f |(1−θ)r‖
L

p
(1−θ)r

‖|f |θr‖
L
q
θr

= ‖f‖(1−θ)rLp ‖f‖θrLq .

�

COROLLARY 2.29. Let Ω ⊂ Rn be a domain. Suppose (un)n∈N is precom-
pact in Lp(Ω) and bounded in Lq(Ω) for 1 ≤ p < q < ∞. Then (un)n∈N is
precompact in Lr(Ω) for any p ≤ r < q.

PROOF. Let (un)n∈N converge to u in Lp(Ω) and let θ ∈ (0, 1) be such
that 1

r = 1−θ
p + θ

q . Then by Lemma 2.28,

‖unk − u‖Lr ≤ ‖unk − u‖
1−θ
Lp︸ ︷︷ ︸

→0

‖unk − u‖
θ
Lq︸ ︷︷ ︸

bdd.

→ 0.

�

COROLLARY 2.30. Let Ω ⊂ Rn bounded and smooth. Suppose (fn)n∈N is
bounded in W−1,p(Ω) for a p > 2. Let fn = gn + hn, where

• gn is precompact in W−1,2(Ω)
• hn is bounded inM(Ω).

Then (fn) is precompact in W−1,2(Ω).
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PROOF. By Theorem 2.27, there exists a unique vn ∈W 1,2
0 (Ω) such that

−∆vn = gn.

Moreover, by Theorem 2.26 there is a unique wn ∈W 1,q
0 (Ω) for any 1 ≤ q <

n
n−1 such that

−∆wn = hn,

and

• (vn) is precompact in W 1,2
0 (Ω),

• (wn) is precompact in W 1,q
0 (Ω).

Set un := vn + wn, then (since q ≤ 2) (un) is precompact in W 1,q
0 (Ω), and

un is the unique solution in W 1,q
0 (Ω) of

−∆un = gn + hn = fn.

By Theorem 2.27 and the assumption on (fn), the sequence (un) is bounded
inW 1,p

0 (Ω). It follows from Corollary 2.29 that (un) is precompact inW 1,2
0 (Ω)

and hence (fn)n∈N is precompact in W−1,2(Ω). �

2.4.4. Div-Curl-Lemma. Given a vector field v = (v1, ..., vd) ∈ L2(Ω;Rd)
(Ω ⊂ Rd bounded smooth domain), then div v ∈W−1,2(Ω) is defined by du-
ality as

〈ϕ,div v〉 = −
�
∇ϕ · v dx

for ϕ ∈ W 1,2
0 (Ω). Also we define (curl v)ij = ∂jvi − ∂ivj in the sense of

distributions, i.e.

〈ϕ, curl v〉ij =

�
∂iϕvj − ∂jϕvi dx,

for ϕ ∈W 1,2
0 (Ω).

The Laplacian of v is interpreted row-wise, i.e.

∆v = (∆v1, ...,∆vd).

LEMMA 2.31. (Div-Curl-Lemma – Murat 1978 [5])
Let Ω bounded and smooth and let (vn)n∈N, (wn)n∈N be two bounded sequences
in L2(Ω;Rd) such that

i) (div vn) is precompact in W−1,2(Ω)
ii) (curlwn) is precompact in W−1,2(Ω).

If vn ⇀ v and wn ⇀ w weakly in L2, then vn · wn ⇀ v · w weakly in L1.

PROOF. Consider un ∈W 1,2
0 (Ω) ∩W 2,2(Ω) solving

−∆un = wn in Ω.

As wn is bounded in L2, un is bounded in W 2,2(Ω). Set zn = −div un, yn =
wn −Dzn. Then

• zn is bounded in W 1,2 and
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• yin = win − ∂izn
= −∆uin +

∑
j

∂i∂ju
j
n

=
∑
j

∂j(∂iu
j
n − ∂juin)

= −(div curlun)i.

But by ii) (curlun) is precompact in W 1,2
loc , hence (yn) is precompact in L2

loc
(Exercise). Hence, after passing to subsequences if necessary,

• zn ⇀ z in W 1,2(Ω)
• yn → y in L2

loc(Ω), and z = −div u, y = w − Dz, where u ∈
W 1,2

0 ∩W 2,2 solves −∆u = w.

Next let ϕ ∈ C∞c (Ω), then�
vn · wnϕdx =

�
vn(yn +Dzn)ϕdx.

As vn ⇀ v weakly in L2 (up to a subsequence) and ynϕ → yϕ strongly in
L2, by Proposition 2.25�

vn · ynϕdx→
�
v · yϕ dx.

Moreover,�
vn ·Dzkϕdx

= −
�

div vn︸ ︷︷ ︸
strongly in W−1,2

zn︸︷︷︸
weakly in W 1,2

ϕdx−
�

vn︸︷︷︸
weakly in L2

·Dϕ zn︸︷︷︸
strongly in L2 (Rellich)

dx

→ −
�

div vzϕ dx−
�
v ·Dϕz dx

=

�
v ·Dzϕdx

hence �
vn · wnϕdx→

�
v(y +Dz) dx =

�
v · wϕdx.

Extension to ϕ ∈ L∞ follows by approximation, considering that (vn ·wn) is
bounded in L∞. �

2.4.5. Young measures. Weak convergence un ⇀ u does not go well
with nonlinearities. Take a different viewpoint: Identify un(x) with x 7→
δun(x), so δun(x) is a probability measure parametrized by the domain. Hope
that

δun(x) ⇀ δu(x)

in some sense.

THEOREM 2.32. (Fundamental Theorem of Young measures)
Let Ω ⊂ Rn be a domain and un ∈ L∞(Ω;Rm) be bounded. Then there exists
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a subsequence (unk)k∈N and, for a.e. x ∈ Ω, a probability measure νx, such
that

F (unk)
∗
⇀

�
Rm

F (z) dνx(z) =: 〈F, νx〉

in L∞(Ω) for every F ∈ C(Rm). The family (νx)x∈Ω is the Young measure
generated by (unk).

To prove this, we need

LEMMA 2.33. (Disintegration)
Let µ be a finite nonnegative Radon measure on Rn×m. Let σ = πRn(µ) be the
projection of µ into Rn, i.e.

σ(E) = µ(E × Rm)

for E ⊂ Rn Borel measurable. Then for σ-a.e. x ∈ Rn there is a probability
measure νx on Rm such that

(2.21) x 7→
�
Rm

f(x, z) dνx(z)

is σ-measurable and�
Rm×n

f(x, y) dµ(x, y) =

�
Rn

(�
Rm

f(x, z) dνx(z)

)
dσ(x)

for every bounded continuous function f .

PROOF. (of Theorem 2.32)
First assume Ω is bounded. Define for each n ∈ N a measure by

µn(E) =

�
Ω
1E(x, un(x)) dx

for anyE ⊂ Ω×Rm Borel measurable. Then supn µn(Ω×Rm) = Ln(Ω) <∞,
so by Banach-Alaoglu there is a subsequence (µnk) such that µnk

∗
⇀ µ ≥ 0.

Let σ be the projection of µ onto Ω, i.e. σ(E) = µ(E × Rm). Then, on the
one hand, if V ⊂ Ω is open,

σ(V ) = µ(V × Rm) ≤ lim inf
k

µnk(V × Rm) = Ln(V )

by lower semicontinuity under weak convergence, so that σ ≤ Ln|Ω.
On the other hand, let K ⊂ Ω be compact. Since (unk) is bounded in L∞,
there existsR > 0 (specificallyR > supk ‖unk‖L∞) such that suppµ, suppµnk ⊂
Ω×B(0, R). Hence

σ(K) = µ(K × Rm) = µ(K ×B(0, R))

≥ lim sup
k

µnk(K ×B(0, R)) = Ln(K)

hence σ ≥ Ln|Ω so in total we have shown σ = Ln|Ω.
Next, by Lemma 2.33, for a.e. x ∈ Ω there is a probability measure νx such
that �

Rn×m
f(x, z) dµ(x, z) =

�
Ω

(�
Rm

f(x, z) dνx(z)

)
dx
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for f bounded and continuous. Let f(x, z) = ϕ(x)F (z) (ϕ ∈ Cc(Ω), F ∈
Cc(Rm)). Hence

lim
k→∞

�
Ω
ϕ(x)F (unk(x)) dx = lim

k→∞

�
Rn×m

f(x, z) dµnk(x, z)

=

�
Rn×m

f(x, z) dµ(x, z)

=

�
Ω
ϕ(x)

(�
Rm

F (z) dνx(z)

)
dx.

But by approximation this is also true for ϕ ∈ L1(Ω) so

F (unk)
∗
⇀

�
Rn
F (z) dνx(z)

in L∞ for F ∈ Cc(Rm). Finally, as (unk) are bounded in L∞, F ∈ C(Rm)
can be altered to have compact support so the convergence is even true for
F ∈ C(Rm).
Now let Ω be a general domain (not necessarily bounded) and exhaust it by
bounded domains Ωj , so that

Ωj ⊂ Ωj+1 and
⋃
j∈N

Ωj = Ω.

For each j ∈ N, let νjx be the Young measure generated by a subsequence
(unk,j )k∈N. We assume (nk,j)k∈N ⊃ (nk,j+1)k∈N for all j ∈ N. Then clearly
νjx = νj+1

x for a.e. every x ∈ Ωj (test weak-* convergence with ϕ ∈ Cc(Ωj)).

Hence for x ∈ Ωj we define νx = νjx and {νx}x∈Ω is generated by the diago-
nal sequence (unk,k)k∈N: Indeed for ϕ ∈ Cc(Ω) and F ∈ C(Rm) there exists
j ∈ N such that

suppϕ ∈ Ωj .

Since (unk,k)k≥j is a subsequence of (unk,j )k∈N by our construction, we ob-
tain �

Ω
ϕ(x)F (unk,k(x)) dx =

�
Ωj

ϕ(x)F (unk,k(x)) dx

→
�

Ωj

ϕ(x)

�
Rm

F (z) dνjx(z) dx

=

�
Ω
ϕ(x)

�
Rm

F (z) dνx(z) dx.

The statement for ϕ ∈ L1(Ω) follows by approximation. �

2.4.6. Application to Scalar Conservation Laws. So consider ∂tuε +
∂xF (uε) = ε∂xxuε and assume ‖uε‖L∞(R×(0,∞)) is bounded in ε > 0 and uε
is smooth. From the L∞ bound we get (up to a subsequence)

uε
∗
⇀ u

in L∞(R× (0,∞)).

THEOREM 2.34. Let F be strictly convex. Then u is an entropy solution of
∂tu+ ∂xF (u) = 0.
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REMARK 2.35. Ignore initial data.

PROOF. Up to a subsequence, (uε)ε>0 generates a Young measure (νx,t)
by Theorem 2.32, so that

u(x, t) =

�
R
z dνx,t(z)

for a.e. x, t and

(2.22) F (uε)
∗
⇀

�
R
F (z) dνx,t(z) =: 〈F, νx,t〉

in L∞. Let now η, q be an entropy / entropy-flux pair. Then

η(uε)
∗
⇀ 〈η, νx,t〉 =

�
η(z) dνx,t(z)

and
q(uε)

∗
⇀ 〈q, νx,t〉

in L∞. As uε are smooth, we can multiply the parabolic PDE by η′(uε) to
obtain, as before,

∂tη(uε) + ∂xq(uε) = ε∂xxη(uε)− εη′′(uε)(∂xuε)2.

We want to apply the div-curl-lemma to

vε = (F (uε), uε), wε = (η(uε),−q(uε)).

Note that div and curl are taken in the variables (x, t)! Hence

divx,t vε = ∂tuε + ∂xF (uε) = ε∂xxuε

and

curlx,twε = ∂tη(uε) + ∂xq(uε) = ε∂xxη(uε)− εη′′(uε)(∂xuε)2

and we need to show that both are precompact in W−1,2
loc (R × (0,∞)). For

this, multiply the parabolic PDE with uε and integrate in x:

0 =

�
∂tuεuε dx+

�
uε∂xF (uε) dx− ε

�
uε∂xxuε dx

=
1

2

d

dt

�
u2
ε dx+ ε

�
(∂xuε)

2 dx.

Note
�
uε∂xF (uε) dx = 0 since uε∂xF (uε) = ∂xQ(uε), where Q is the en-

tropy flux corresponding to H(z) = z2

2 .
Integration in the time thus yields

1

2

�
R
u2
ε dx+ ε

� t

0

�
R

(∂xuε)
2 dxds =

1

2

�
R
u2

0 dx (indep. of ε).

This means
√
ε∂xuε ∈ L2(R×(0,∞)) is bounded and so

√
ε∂xxuε is bounded

in W−1,2(R × (0,∞)) and hence ε∂xxuε → 0 in W−1,2(R × (0,∞)). Next
consider ε∂xxη(uε) − εη′′(uε)(∂xuε)2. We have that

√
ε∂xuε is bounded in

L2(R × (0,∞)) hence so is
√
εη′(uε)∂xuε =

√
ε∂xη(uε). Therefore ε∂xη(uε)

is precompact in L2 so ε∂xxη(uε) is precompact in W−1,2. Also, ε(∂xuε)2 is
in L1(R× (0,∞)) so εη′′(uε)(∂xuε)2 is bounded inM(R× (0,∞)).
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Moreover, ∂tη(uε) + ∂xq(uε) is bounded in W−1,∞ and so Corollary 2.30
applies and yields

ε∂xxη(uε)− εη′′(uε)(∂xuε)2

is precompact in W−1,2
loc (R× (0,∞)). Therefore

F (uε)η(uε)− uεq(uε) ⇀ 〈F, ν〉〈η, ν〉 − u〈q, ν〉.
On the other hand,

F (uε)η(uε)− uεq(uε)
∗
⇀

�
F (z)η(z)− zq(z) dν(z)

hence �
F (z)η(z)− zq(z) dν(z) = 〈F, ν〉〈η, ν〉 − u〈q, ν〉

for a.e. x, t or equivalently�
(F (z)− 〈F, ν〉)η(z) + (u− z)q(z) dν(z) = 0

a.e. Now set (cf. Kruzkhov!) η(z) = |z − u(x, t)|. Note as long as we keep
x, t fixed this is a valid choice of entropy! Correspondingly, we obtain

q(z) = sgn(z − u(x, t))(F (z)− F (u(x, t))).

Using this entropy / entropy-flux pair, we get�
(F (z)− 〈F, ν〉)|u− z| − |u− z|(F (z)− F (u)) dν = 0

⇔ (F (u)− 〈F, ν〉)
�
|z − u(x, t)| dνx,t = 0.

Hence for a.e. x, t, F (u) = 〈F, ν〉 or νx,t = δu(x,t). But since F is strictly
convex, F (u) = 〈F, ν〉 is equivalent to νx,t = δu(x,t) (by Jensen’s inequality)
hence 〈η, ν〉 = η(u) and q(uε) ⇀ q(u) and from

∂tη(uε) + ∂xq(uε) = ε∂xxη(uε)− εη′′(uε)(∂xuε)2

we have for any ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0 :�
ϕ(∂tη(uε) + ∂xq(uε)) dxdt = −

�
∂tϕη(uε) + ∂xϕq(uε) dxdt

→ −
�
∂tϕη(u) + ∂xϕq(u) dxdt,

ε

�
ϕ∂xxη(uε) dxdt = −ε

�
∂xxϕη(uε) dxdt︸ ︷︷ ︸
→

�
∂xxϕη(u)<∞

→ 0

and εη′′(uε)(∂xuε)2 ≥ 0 hence�
∂tϕη(u) + ∂xϕq(u) dxdt ≥ 0

and u is an entropy solution. �



CHAPTER 3

Hyperbolic Systems of Conservation Laws

Consider systems in one space dimension:

∂tu+ ∂xF (u) = 0 in R× (0,∞),

where
u : R× (0,∞)→ Rm and F : Rm → Rm

3.1. Basics

3.1.1. Rankine-Hugoniot condition. We say u ∈ L∞(R × (0,∞)) is
a weak solution with initial datum g ∈ L∞(R) if for all ϕ ∈ C∞c (R ×
[0,∞);Rm),� ∞

0

�
R
∂tϕ · u+ ∂xϕ · F (u) dxdt+

�
R
ϕ(x, 0) · g(x) dx = 0.

Without reference to an initial condition, u is simply called a weak solution
if � ∞

0

�
R
∂tϕ · u+ ∂xϕ · F (u) dxdt = 0.

for all ϕ ∈ C∞c (R× (0,∞);Rm).

Let u be a weak solution on Ω ⊂ R × (0,∞) (i.e. we test only with ϕ ∈
C∞c (Ω)) which is smooth on either side of a smooth curve:

x

t

Ω1

Ω2

ν

Ω

γ

u1

u2

FIGURE 1

37
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Let ϕ ∈ C∞c (Ω1;Rm), then

0 =

�
Ω1

∂tϕ · u+ ∂xϕ · F (u) dtdt = −
�

Ω1

ϕ · (∂tu+ ∂xF (u)) dxdt

so that ∂tu+∂xF (u) = 0 on Ω1 and similarly on Ω2. Now let ϕ ∈ C∞c (Ω;Rm).
Then

0 =

� ∞
0

�
Ω
∂tϕ · u+ ∂xϕ · F (u) dxdt

=

�
Ω1

∂tϕ · u+ ∂xϕ · F (u) dxdt+

�
Ω2

∂tϕ · u+ ∂xϕ · F (u) dxdt

= −
�

Ω1

(∂tu+ ∂xF (u))︸ ︷︷ ︸
=0

·ϕdxdt−
�

Ω2

(∂tu+ ∂xF (u))︸ ︷︷ ︸
=0

·ϕdxdt

+

�
γ
(ϕ · u1)νt + (F (u1) · ϕ)νx dS

−
�
γ
(ϕ · u2)νt + (F (u2) · ϕ)νx dS

hence we obtain

(F (u1)− F (u2))νx + (u1 − u2)νt = 0

along γ.
Suppose γ = {(x, t) : x = s(t)}, then for all t, ν = (νx, νt) = (1,−ṡ) and we
obtain the Rankine-Hugoniot condition

F (u1)− F (u2) = ṡ(t)(u1 − u2) along γ

3.1.2. Hyperbolicity. For motivation, consider particular smooth solu-
tions of the conservation law:
Travelling waves: They have the form

u(x, t) = v(x− σt) (cf. shocks!)

where v : R → Rm is the profile and σ is the speed. Plugging this into
∂tu+DF (u)∂xu = 0, we find

0 = −σv′(x− σt) +DF (v(x− σt))v′(x− σt),

i.e. σ is an eigenvalue of DF (v) with eigenvector v′. Hence if we want to
find m linearly independent travelling waves, we need to assume

DEFINITION 3.1. If for every z ∈ Rm the eigenvalues of DF (z) ∈ Rm×m
are real and distinct, then the system of conservation laws is called strictly
hyperbolic.

We will now always assume strict hyperbolicity. For z ∈ Rm, write

λ1(z) < λ2(z) < ... < λm(z)

for the eigenvalues of DF (z) and rk(z) ∈ Rm the corresponding eigenvector
(k = 1, ...,m), so that

DF (z)rk(z) = λk(z)rk(z).
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for each z, {rk(z)}k=1,...,m form a basis of Rm. Next, since DF (z) and
DF (z)t have the same spectrum, there exists a basis {lk(z)}k=1,...,m of eigen-
vectors of DF (z)t:

DF (z)tlk(z) = λk(z)lk(z)

for k = 1, ...,m. This is sometimes written as

lk(z)DF (z) = λk(z)lk(z),

so that lk(z) are called the left (row-)eigenvectors of DF (z) and rk(z) are the
right eigenvectors. Note that

λk(z)(ll(z)rk(z)) = ll(z)(DF (z)rk(z))

= (ll(z)DF (z))rk(z)

= λl(z)(ll(z)rk(z)),

hence if l 6= k (and therefore λk(z) 6= λl(z)) it follows that ll(z) ⊥ rk(z).

THEOREM 3.2. (Smooth dependence of λk, rk, lk on z)
Assume F is smooth and strictly hyperbolic. Then

i) λk depend smoothly on z for k = 1, ...,m.
ii) rk and lk can be chosen smooth in z and such that |rk(z)| = |lk(z)| = 1

for all z, k.

PROOF. Fix k ∈ {1, ...,m} and z0 ∈ Rm. Then

λ1(z0) < ... < λm(z0)

and rk(z0) can be chosen such that

DF (z0)rk(z0) = λk(z0)rk(z0),

|rk(z0)| = 1.

Without loss of generality assume

rk(z0) = em = (0, ..., 0, 1).

We want to use the Implicit Function Theorem for Φ : Rm×R×Rm → Rm+1,

Φ(r, λ, z) = (DF (z)r − λr, |r|2 − 1).

Note that Φ(rk(z0), λk(z0), z0) = 0. Hence if we can show that

det
∂Φ(r, λ, z)

∂(r, λ)

∣∣∣∣
(rk(z0),λk(z0),z0)

6= 0,

then the desired result follows in a neighbourhood of z0. Note

∂Φ(r, λ, z)

∂(r, λ)
=

(
DF (z)− λIm −r

2r 0

)
hence (recall rk(z0) = em)

∂Φ(r, λ, z)

∂(r, λ)

∣∣∣∣
(rk(z0),λk(z0),z0)

=


DF (z0)− λk(z0)Im

0
0
...
−1

0 ... 2 0

 .
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We define
Bε := det[DF (z0)− (λk(z0) + ε)I].

As rk(z0) = em, we have
Bεem = −εem.

Therefore
Bε

0
0
...
−1

0 ... 2 0




Im

0
0
...

(−ε)−1

0 ... 0 1


︸ ︷︷ ︸

det=1

=


Bε

0
0
...
0

0 ... 2 2(−ε)−1


hence

det


Bε

0
0
...
−1

0 ... 2 0

 = 2(−ε)−1 detBε

= 2(−ε)−1[Πj 6=k(λj(z0)− (λk(z0) + ε))](−ε)
= 2Πj 6=k(λj(z0)− λk(z0)− ε).

But the LHS converges (as ε→ 0) to

det


DF (z0)− λk(z0)Im

0
0
...
−1

0 ... 2 0


and the RHS converges to

2Πj 6=k(λj(z0)− λk(z0)) 6= 0 (hyperbolicity!).

This shows the assertion in a neighbourhood of z0 ∈ Rm. Finally, let

R = sup{r > 0 : λk(z), rk(z) are well-defined and smooth on B(z0, r)}.
If R = ∞ we are done. If R < ∞, cover ∂B(z0, R) with finitely many open
balls, to which λk, rk can be smoothly extended by the same arguments as
above (choose centres z1, z2, ...).

This contradicts the choice of R. The left eigenvectors lk can be treated
similarly. �

EXAMPLE 3.3. i) Recall the "p-system" (nonlinear wave equation)

∂tu+ ∂xF (u) = 0,

where F (u1, u2) = (−u2,−p(u1)). Hence

Df(u1, u2) =

(
0 −1

−p′(u1) 0

)
.
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z0

z1

z2

z3

FIGURE 2

The eigenvalues are the solutions of

det

(
λ 1

p′(u1) λ

)
= 0⇔ λ = ±

√
p′(u1).

Hence the p− system is strictly hyperbolic iff p′ > 0.
ii) Recall the barotropic Euler equations (here in one space dimension):

∂tm+ ∂x

(
m2

ρ
+ p(ρ)

)
= 0

∂tρ+ ∂xm = 0.

Hence F (m, ρ) =
(
m2

ρ + p(ρ),m
)

and

DF (m, ρ) =

(
2mρ −m2

ρ2 + p′(ρ)

1 0

)
.

We obtain the eigenvalues:(
2
m

ρ
− λ

)
(−λ) +

m2

ρ2
− p′(ρ) = 0

⇔ λ2 − 2
m

ρ
λ+

m2

ρ2
− p′(ρ) = 0.

This has two distinct real solutions iff

4
m2

ρ2
− 4

m2

ρ2
+ p′(ρ) = p′(ρ) > 0

hence we require ρ > 0, p′(ρ) > 0.

3.2. Riemann’s Problem

Consider a system of conservation laws with initial data

g(x) =

{
ul : x < 0

ur : x > 0

for vectors ul, ur ∈ Rm.
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3.2.1. Simple waves. A simple wave solution is a solution of the form
u(x, t) = v(w(x, t)) where v : R → Rm and w : R × (0,∞) → R (for
w(x, t) = x−σt we get the travelling waves). Plug this into the conservation
law to get

v′(w(x, t))∂tw +DF (v(w(x, t)))v′(w(x, t))∂xw = 0.

If v′(s) = rk(v(s)) then this becomes

v′(w(x, t))∂tw + λk(v(w(x, t)))v′(w(x, t))∂xw = 0,

so that v, w will solve the system if

∂tw + λk(v(w(x, t)))∂xw = 0

v′(s) = rk(v(s)).

Hence the strategy: First solve the ODE v′(s) = rk(v(s)) and then solve the
scalar conservation law

∂tw + λk(v(w(x, t)))∂xw = 0.

In this case, the solution u(x, t) = v(w(x, t)) is called a k-simple wave.
Let’s turn to the ODE first.

DEFINITION 3.4. Let z0 ∈ Rm. Denote by Rk(z0) the path of the solution
of

v′(s) = rk(v(s))

which passes through z0, i.e.

Rk(z0) = {v(s) : s ∈ R, v′(s) = rk(v(s)), v(0) = z0}.
Then Rk(z0) is called the k-th rarefaction curve through z0.

Rm

z0

rk(z0)
rk(v(s))

Rk(z0)

FIGURE 3. k-th rarefaction curve

Next consider the scalar law ∂tw + λk(v(w))∂xw. This takes the form
∂tw + ∂xFk(w) = 0 upon setting

Fk(s) =

� s

0
λk(v(t)) dt.

In order to solve the scalar Riemann problem, we need Fk to be strictly
convex (or concave), see Theorem 2.34. Check the 2nd derivative:

F ′k(s) = λk(v(s)),

F ′′k (s) = Dλk(v(s)) · v′(s) = Dλk(v(s)) · rk(v(s))

hence Fk is
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• strictly convex if ∀z ∈ Rm : Dλk(z) · rk(z) > 0,
• strictly concave if ∀z ∈ Rm : Dλk(z) · rk(z) < 0

and affine if Dλk(z) · rk(z) = 0 for all z ∈ Rm.

DEFINITION 3.5. The pair (λk(z), rk(z)) is genuinely nonlinear if for all
z ∈ Rm

Dλk(z) · rk(z) 6= 0 (it follows Dλk · rk > (<) 0).

It is linearly degenerate if for all z ∈ Rm

Dλk(z) · rk(z) = 0.

If (λk, rk) is genuinely nonlinear, we write

R+
k (z0) = {z ∈ Rk(z0) : λk(z) > λk(z0)}

R−k (z0) = {z ∈ Rk(z0) : λk(z) < λk(z0)},
so that

Rk(z0) = R+
k (z0)∪̇{z0}∪̇R−k (z0).

R−k (z0)

z0

rk(z)
λk increasing along the curve

Dλk(z) · rk(z) > 0

R+
k (z0)

FIGURE 4

3.2.2. Rarefaction Waves.

THEOREM 3.6. Suppose for some k ∈ {1, ...,m} the pair (λk, rk) is gen-
uinely nonlinear and ur ∈ R+

k (ul).
Then there is a k-simple wave which is a weak solution of the Riemann prob-
lem.

PROOF. Let v be the solution of

v′(s) = rk(v(s)), v(0) = ul ∈ Rm.
By assumption ur ∈ R+

k (ul) there exists wr ∈ R (wlog: wr > 0) such that
v(wr) = ur.
Next, consider the scalar Riemann problem

∂tw + ∂xFk(w) = 0

w(x, 0) = g(x) =

{
0 : x < 0

wr : x > 0.

By genuine nonlinearity, Fk is strictly convex because λk(ur) > λk(ul), so
that the solution is given by (Theorem 2.34)

w(x, t) =


0 : xt < F ′k(0)

Gk
(
x
t

)
: F ′k(0) < x

t < F ′k(wr)

wr : xt > F ′k(wr),



3.2. RIEMANN’S PROBLEM 44

where Gk = (F ′k)
−1. Hence

u(x, t) = v(w(x, t))

is a weak solution of the systems. The case wr < 0 is similar. �

x

t

u = const u = const

FIGURE 5

REMARK 3.7. This is also an entropy solution, as it is continuous (cf.
Proposition 2.20).

3.2.3. Shock waves. Recall the Rankine-Hugoniot condition

F (u1)− F (u2) = ṡ(u1 − u2),

i.e. in particular F (u1)− F (u2) has to be parallel to u1 − u2 if u1, u2 are the
two values on either side of a shock.

DEFINITION 3.8. Fix z0 ∈ Rm, then the shock set is defined as

S(z0) = {z ∈ Rm : F (z)− F (z0) = σ(z − z0) for some scalar σ = σ(z, z0)}.

THEOREM 3.9. (Structure of the shock set)
Fix z0 ∈ Rm. There is a neighbourhood of z0 such that S(z0) =

⋃m
k=1 Sk(z0)

for smooth curves Sk(z0) with the following properties:
i) Sk(z0) passes through z0 with tangent rk(z0),

ii) limz→z0,z∈Sk(z0) σ(z, z0) = λk(z0)

iii) σ(z, z0) = λk(z)+λk(z0)
2 +O(|z − z0|2) as (z → z0) with z ∈ Sk(z0).

Rk(z0)

Sk(z0)
z0

FIGURE 6. contact between Rk(z0) and Sk(z0)
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PROOF. Set B(z) :=
� 1

0 DF (z0 + t(z − z0)) dt, so that B(z)(z − z0) =
F (z)− F (z0). We have z ∈ S(z0) if and only if

(B(z)− σIm)(z − z0) = 0

for some scalar σ(z, z0).
Since B(z0) = DF (z0), the characteristic polynomial

λ 7→ det(λIm −B(z0))

has m distinct real solutions (hyperbolicity) and so the same is true for

λ 7→ det(λIm −B(z))

for z in some neighbourhood of z0. Moreover, in this neighbourhood there
exist smooth functions λ̂1(z) < ... < λ̂m(z) and unit vectors r̂k(z), l̂k(z)
(k = 1, ...,m) such that

B(z)r̂k(z) = λ̂k(z)r̂k(z)

l̂k(z)B(z) = λ̂k(z)l̂k(z)

and λ̂k(z0) = λk(z0), r̂k(z0) = rk(z0), λ̂k(z0) = λk(z0). Also {r̂k(z)}k=1,...,m

and {l̂k(z)}k=1,...,m are bases of Rm with

l̂l(z) · r̂k(z) = 0

whenever k 6= l. Indeed all this follows from Theorem 3.2, where the gradi-
ent property of DF was never used.
Recall z ∈ S(z0) if and only if

(B(z)− σIm)(z − z0) = 0

for some σ. This will be true if σ = λ̂k(z) for some k ∈ {1, ...,m} and if
z − z0 is parallel to r̂k(z), which is equivalent by orthogonality to

l̂l(z) · (z − z0) = 0

for all l 6= k. We want to use the Implicit Function Theorem to find a curve
ϕk(t) such that ϕk(0) = z0 and

l̂l(ϕk(t)) · (ϕk(t)− z0) = 0

for all t in a neighbourhood of 0.
Set Φk : Rm → Rm−1,

Φk(z) = (l̂1(z)·(z−z0), ..., l̂k−1(z)·(z−z0), l̂k+1(z)·(z−z0), ..., l̂m(z)·(z−z0)).

Clearly Φk(z0) = 0 and

DΦk(z0) =



l̂1(z0)
...

l̂k−1(z0)

l̂k+1(z0)
...

l̂m(z0)


∈ R(m−1)×m.

By hyperbolicity, DΦk(z0) has maximal rank, so that by the Implicit Function
Theorem there exists indeed a smooth curve ϕk : R→ Rm such that ϕk(0) =
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z0 and Φk(ϕk(t)) = 0 for all t near 0. The path of ϕk is then defined to be
Sk(z0).
Next, without loss of generality, we may assume |ϕ̇k| = 1. By construction
we have

(ϕk(t)− z0) · l̂l = 0

for all l 6= k, so that
ϕk(t) = z0 + µ(t)r̂k(ϕk(t))

for smooth µ with µ(0) = 0. Differentiate the equality w.r.t. t, we find

ϕ̇k(t) = µ̇(t)r̂k(ϕk(t)) + µ(t)
d

dt
(r̂kϕk(t))

hence
ϕ̇k(0) = µ̇(0)r̂k(z0)

and, due to |ϕ̇k| = 1 = |r̂k|,
ϕ̇k(0) = r̂k(z0).

This shows i).
Near t = 0

F (ϕk(t))− F (z0) = σ(ϕk(t), z0)(ϕk(t)− z0)

for some smooth σ : Rm × Rm → R. Differentiate this with respect to t

DF (ϕk(t))ϕ̇k(t) =
d

dt
σ(ϕk(t), z0)(ϕk(t)− z0) + σ(ϕk(t), z0)ϕ̇k(t).

Set t = 0
DF (z0) · ϕ̇k(0)︸ ︷︷ ︸

=rk(z0)

= σ(z0, z0) ϕ̇k(0)︸ ︷︷ ︸
=rk(z0)

whence σ(z0, z0) = λk(z0), thus proving ii).
For iii), set σ(t) := σ(ϕk(t), z0), λk(t) := λk(ϕk(t)), rk(t) := rk(ϕk(t)).
Differentiate F (ϕk(t))− F (z0) = σ(t)(ϕk(t)− z0) twice:

(D2F (ϕk(t))ϕ̇k(t))ϕ̇k(t) +DF (ϕk(t))ϕ̈k(t)

= σ̈(t)(ϕk(t)− z0) + 2σ̇(t)ϕ̇k(t) + σ(t)ϕ̈k(t)

and set t = 0 :

D2F (z0)rk(z0))rk(z0) +DF (z0)ϕ̈k(0) = 2σ̇(0)rk(z0) + λk(z0)ϕ̈k(0)

or

(3.1) (2σ̇(0)I −D2F (z0)rk(z0))rk(z0) = (DF (z0)− λk(z0)I)ϕ̈k(0).

Next, set ψk(t) to be the solution of

ψ̇k(t) = rk(ψk(t)), ψk(0) = z0, |ψ̇| = 1

(i.e. the unit speed parametrization of Rk(z0)). Then DF (ψk(t))rk(t) =
λk(t)rk(t). Take the time derivative:

(D2F (ψk(t))rk(t))rk(t) +DF (ψk(t))ṙk(t) = λ̇k(t)rk(t) + λk(t)ṙk(t)

and set t = 0:

(D2F (z0)rk(z0))rk(z0) +DF (z0)ṙk(0) = λ̇k(0)rk(z0) + λk(z0)ṙk(0)

or

(3.2) (D2F (z0)rk(z0)− λ̇k(0)I)rk(z0) = −(DF (z0)− λk(z0)I)ṙk(0).
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Add (3.1) and (3.2):

(2σ̇(0)− λ̇k(0))rk(z0)I = (DF (z0)− λk(z0)I)(ϕ̈k(0)− ṙk(0)).

Multiply (”from the left”) with lk(z0) :

lk(z0)rk(z0)(2σ̇(0)− λ̇k(0)) = lk(z0)(DF (z0)− λk(z0)I)(ϕ̈k(0)− ṙk(0)) = 0.

But lk(z0) · rk(z0) 6= 0 since ll(z0) ⊥ rk(z0) for all l 6= k and (lk)k, (rk)k form
a basis of Rm. Therefore

2σ̇(0)− λ̇k(0) = 0.

But by Taylor’s Theorem,

2σ(t) = 2σ(0) + 2σ̇(0)t+O(t2)

= 2σ(0)︸ ︷︷ ︸
=2λk(z0)

+ λ̇k(0)t︸ ︷︷ ︸
=λk(t)−λk(0)+O(t2)

= λk(z0) + λk(t) +O(t2)

hence

σ(ϕk(t)︸ ︷︷ ︸
z

, z0) = σ(t) =
1

2
(λk(z0) + λk(ψk(t))) +O(t2).

The result now follows from

|λk(ψk(t))− λk(ϕk(t))| = O(t2),

which also follows from Taylor’s theorem as both functions agree up to order
one by i). �

Rk(z0)

Sk(z0)
z0

FIGURE 7

If (λk, rk) is linearly degenerate, then Rk(z0) and Sk(z0) actually agree:

THEOREM 3.10. Suppose for some k ∈ {1, ...,m} that (λk, rk) is linearly
degenerate, then for all z0 ∈ Rm

Rk(z0) = Sk(z0)

and
σ(z, z0) = λk(z) = λk(z0)

for all z ∈ Sk(z0).

PROOF. Let again v be the solution of

v̇(s) = rk(v(s)), v(0) = z0,
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then by linear degeneracy s 7→ λk(v(s)) is constant (Dλk · rk = 0), so that

F (v(s))− F (z0) =

� s

0
DF (v(t))v̇(t) dt

=

� s

0
DF (v(t))rk(v(t)) dt

=

� s

0
λk(v(t))rk(v(t)) dt

= λk(z0)

� s

0
v̇(t) dt

= λk(z0)(v(s)− z0).

�

Let’s use all this to solve Riemann’s Problem. Let (λk, rk) be linearly
degenerate and suppose

ur ∈ Sk(ul).
Then set

u(x, t) =

{
ul : x < σt

ur : x > σt

for σ = σ(ur, ul) = λk(ul) = λk(ur) (cf. Theorem 3.10).
In light of the Rankine-Hugoniot condition, this is a weak solution.
Interpret this in terms of characteristics: This is a travelling wave solution
so, as we saw before, ∂xu is an eigenvector of DF (u), so that

0 = ∂tu+DF (u)∂xu = ∂tu+ λk(u)∂xu =
d

dt
u(x(t), t)

for
ẋ(t) = λk(u(x(t), t)︸ ︷︷ ︸

g(x0)

).

So the characteristics are given by

x(t) =

{
x0 + λk(ul)t : x0 < 0

x0 + λk(ur)t : x0 > 0

but since λk(ul) = λk(ur) = σ, the characteristics are parallel to the discon-
tinuity! cf. in the scalar case the transport equation

x

t
x = σt

FIGURE 8



3.2. RIEMANN’S PROBLEM 49

∂tu+ σ∂xu = 0.

Next, assume (λk, rk) is genuinely nonlinear and

ur ∈ Sk(ul).
Again,

u(x, t) =

{
ul : x < σt

ur : x > σt

is a weak solution by the Rankine-Hugoniot condition if σ = σ(ur, ul).

Case 1: λk(ur) < λk(ul). If ur is sufficiently close to ul, then by Theorem
3.9 we get

λk(ur) < σ(ur, ul) < λk(ul).

x

t

x = x0 + λk(ul)t
x = x0 + λk(ur)t

x = σt

FIGURE 9. Shock formation (cf. Burgers’ equation) - entropy
solution

Case 2: λk(ur) > λk(ul) so by Theorem 3.9 iii)

λk(ul) < σ(ur, ul) < λk(ur).

x

t
x = σt

FIGURE 10. ”non-physical shock” (cf. Burgers’ equation) -
not an entropy solution

We haven’t yet defined entropy solutions for systems, but for the Rie-
mann problem this definition is reasonable:

DEFINITION 3.11. Assume (λk, rk) is genuinely nonlinear. We say (ul, ur)
is admissible if
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• ur ∈ Sk(ul) and
• λk(ur) < σ(ur, ul) < λk(ul) (”Lax entropy condition”).

If (ul, ur) is admissible, then the corresponding solution is called a k-shock
wave.

DEFINITION 3.12. Assume (λk, rk) is genuinely nonlinear. Set

S+
k (z0) = {z ∈ Sk(z0) : λk(z0) < σ(z, z0) < λk(z)}

and
S−k (z0) = {z ∈ Sk(z0) : λk(z) < σ(z, z0) < λk(z0)}.

Note that (since Dλk · rk > (<)0) in a neighbourhood of z0,

Sk(z0) = S+
k (z0) ∪ {z0} ∪ S−k (z0).

Observe: (ul, ur) is admissible if and only if ur ∈ S−k (ul).

S−k (z0)

z0

S+
k (z0)

rk(z0)

FIGURE 11

3.2.4. Local solution of Riemann’s Problem.

DEFINITION 3.13. i) If (λk, rk) is genuinely nonlinear, write

Tk(z0) := R+
k (z0) ∪ {z0} ∪ S−k (z0).

ii) If (λk, rk) is linearly degenerate, set

Tk(z0) := Rk(z0) = Sk(z0).

By Theorem 3.9, Tk(z0) is of regularity C1. So ur ∈ Tk(ul) means that
ul and ur can be joined by

• a k-rarefaction wave,
• a k-shockwave or
• a k-contact discontinuity.

THEOREM 3.14. (Local solution of Riemann’s Problem)
Assume for each k ∈ {1, ...,m} that (λk, rk) is either genuinely nonlinear or
linearly degenerate. Let ul ∈ Rm, then for each ur sufficiently close to ul there
is a weak solution of Riemann’s problem.

PROOF. For each k ∈ {1, ...,m} let τk be a parameter measuring ar-
clength on the curve Tk:
If z, z̃ ∈ Tk(z0) then

τk(z̃)− τk(z) = distance between z̃ and z along Tk(z0).
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S−k (z0)

z0

R+
k (z0)

Tk(z0)

FIGURE 12

S−k (z0)

z0

R+
k (z0)

Tk(z0)

τk > 0

τk < 0

FIGURE 13

τk should increase in direction of R+
k (z0). Set ul = z0. Want to connect

ul to ur along curves Tk. To this end choose ”intermediate states” in the
following way:

z1 ∈ T1(z0), τ1(z1)− τ1(z0) = t1,

z2 ∈ T2(z1), τ2(z2)− τ2(z1) = t2,

...

zm ∈ Tm(zm−1), τm(zm)− τm(zm−1) = tm.

This is well-defined for sufficiently small t = (t1, ..., tm). Set z = zm and
write Φ(t) = z. Since Tk are C1, also Φ is C1 in a neighbourhood of 0.
We want to apply the Inverse Function Theorem, hence need to show DΦ(0)
is nonsingular. Note that

Φ(0, ..., tk, ..., 0)− Φ(0, ..., 0) = tkrk(z0) +O(tk) as (tk → 0)

since Tk(z0) is C1. Hence

∂Φ

∂tk
(0) = rm(z0)
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T1(z0)

T2(z1)

z0

z2 = z

z1

t1 t2

FIGURE 14

and therefore
DΦ(0) = (r1(z0)|...|rk(z0)).

Since {rk(z0)}k forms a basis, DΦ(0) is indeed nonsingular, and hence in a
neighbourhood of z0 there is a unique t = (t1, .., tm) s.t. Φ(t) = z.
In particular, if ul and ur are sufficiently close, then there exists a unique t
such that Φ(t) = ur.
Recall: if zk ∈ R+

k (zk−1) then the corresponding rarefaction wave is
zk−1 : xt < λk(zk−1)

Gk
(
x
t

)
: λk(zk−1) < x

t < λk(zk), Gk := (F ′k)
−1

zk : λk(zk) <
x
t .

If zk ∈ S−k (zk−1) then the shock is{
zk−1 : xt < σ(zk, zk−1)

zk : σ(zk, zk−1) < x
t ,

and similarly if (λk, rk) is linearly degenerate. Note that λ1(z0) < λ2(z0) <
... < λm(z0), and by Theorem 3.9 iii)

λk(zk) < σ(zk, zk−1) < λk(zk−1)

whenever zk ∈ S−k (zk−1) and therefore the rarefaction, shocks and/or con-
tact discontinuities do not intersect.
A (Lax-)entropy solution is therefore given by ”glueing” the various part
together. �

EXAMPLE 3.15. i) Consider m = 2, z1 ∈ S−1 (ul), ur ∈ S−2 (z1).
ii) Consider m = 2, z1 ∈ R+

1 (ul), ur ∈ S−2 (z1)

REMARK 3.16. The solution of Riemann’s problem can be used to prove
existence of entropy solutions if TV (g) (total variation of initial data) is
small. Idea: Approximate g by piecewise constant data and solve Riemann’s
problem, then pass to the limit (”front-tracking”).

3.3. Riemann Invariants (m=2)

We specialise to a system of two conservation laws, m = 2.
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ur
ul

t

x

x = σ(ur, z1)t)

x = σ(z1, ul)t

z1

FIGURE 15. Example 3.15 i)

ur
ul

t

x

x = σ(ur, z1)t

x = λ1(ul)t

z1

x = λ1(z1)t

G1

(
x
t

)

FIGURE 16. Example 3.15 ii)

DEFINITION 3.17. A function wi : R2 → R is an i-th Riemann invariant
if it is constant along the rarefaction curve Ri(z0) for all z0 ∈ R2.

Idea: Transform variables in phase space:

w(z) = (w1(z1, z2), w2(z1, z2)).

THEOREM 3.18. Suppose u = (u1, u2) is a smooth solution of

∂tu+ ∂xF (u) = 0.

Set v(x, t) = w(u(x, t)). Then

∂tv
1 + λ2(u)∂xv

1 = 0

∂tv
2 + λ1(u)∂xv

2 = 0

in R× (0,∞).

PROOF. Let i 6= j, i, j ∈ {1, 2}. Then

∂tv
i + λj(u)∂xv

i = Dwi(u) · ∂tu+ λj(u)Dwi(u) · ∂x(u)

= Dwi(u) · (−∂xF (u) + λj(u) · ∂x(u))

= Dwi(u)︸ ︷︷ ︸
|| lj(u)

·(−DF (u) + λj(u)I)∂xu

= 0.

Indeed, wi constant along Rk means Dwi(u) · ri(u) = 0, hence Dwi(u) || lj .
�
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REMARK 3.19. The assumptionDλi(z)·ri(z) 6= 0 of genuine nonlinearity
can be rephrased in terms of Riemann invariants as (if Dw is non-singular)

∂λi
∂wj

6= 0 (i 6= j).

Indeed: If ∂λi
∂wj

= 0, then

0 =
∂λi
∂wj

=

2∑
k=1

∂λi
∂zk

∂zk
∂wj

.

But
2∑

k=1

∂wi

∂zk

∂zk
∂wj

= δij = 0 (i 6= j),

it follows that Dλi ||Dwi || lj , hence Dλi · ri = 0. Hence we have shown

Dλi · ri = 0 if and only if
∂λi
∂wj

6= 0.

EXAMPLE 3.20. (1-D isentropic Euler equations)
Consider

∂tρ+ ∂x(ρv) = 0

∂t(ρv) + ∂x(ρv2 + p(ρ)) = 0

where p = p(ρ) is smooth and p′(ρ) > 0 (this guarantees strict hyperbolic-
ity).
Set (u1, u2) = (ρ, ρv) and recall that we get

∂tu+ ∂xF (u) = 0

for F = (F1, F2) = (z2,
z2
2
z1

+ p(z1)) whenever z1 > 0. Hence

DF =

(
0 1

−
(
z2
z1

)2
+ p′(z1) 2z2

z1

)
.

We compute the eigenvalues

λ1 =
z2

z1
−
√
p′(z1), λ2 =

z2

z1
+
√
p′(z1).

Setting v = z2
z1

and σ =
√
p′(z1), this becomes

λ1/2 = v ∓ σ.

Consider the characteristic ODE

i) ẋ1(t) = v(x1(t), t) + σ(x1(t), t) = λ2(x1(t), t)
ii) ẋ2(t) = v(x2(t), t)− σ(x2(t), t) = λ1(x2(t), t),

where σ(x, t) =
√
p(ρ(x, t)), t ≥ 0.

If wi are Riemann invariants then wi(u) is constant along the trajectory of
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i) and ii), respectively. Indeed,

d

dt
w1(u(x1(t), t))

= Dw1(u(x1(t), t)) · (∂tu(x1(t), t) + ∂xu(x1(t), t)ẋ1(t))

= Dw1(u(x1(t), t)) · (−DF (u)∂xu+ λ2(u)∂xu)

= 0

as before. Similarly for ii).
Next, write Euler as
iii) ∂tρ+ ρ∂xv + ∂xρv = 0,
iv) ∂tρv + ρ∂tv + ∂xρv

2 + 2ρv∂xv + ∂xp(ρ) = 0.

Multiplying iii) with σ2 = p′(ρ) gives
v) ∂tp(ρ) + σ2ρ∂xv + v∂xp(ρ) = 0.

Multiplying iii) with v and subtracting from iv) yields

ρ∂tv + ρv∂xv + ∂xp(ρ) = 0.

Multiply this by σ and and add/subtract v):

∂tp(ρ) + (v + σ)∂xp(ρ) + ρσ(∂tv + (v + σ)∂xv) = 0

∂tp(ρ) + (v − σ)∂xp(ρ)− ρσ(∂tv + (v − σ)∂xv) = 0.

Recalling our ODE, this can be written as

d

dt
(p ◦ ρ)(x1(t), t) + ρ(x1(t), t)σ(x1(t), t)

d

dt
v(x1(t), t) = 0

d

dt
(p ◦ ρ)(x2(t), t)− ρ(x2(t), t)σ(x2(t), t)

d

dt
v(x2(t), t) = 0.

Keeping in mind d(p◦ρ)
dt = σ2 dρ

dt , we get

σ

ρ

dρ

dt
± dv

dt
= 0

along the trajectories (xi(t), t). We have seen that w1(ρ, v) is constant along
(x1(t), t), i.e.

0 =
d

dt
(w1(ρ(x1(t), t)), v(x1(t), t))

=
dw1

dρ

d

dt
ρ(x1(t), t) +

∂w1

dv

d

dt
v(x1(t), t).

This is the case if
∂w1

∂ρ
=
σ(ρ)

ρ
,
dw1

dv
= 1.

Similarly
∂w2

∂ρ
=
σ(ρ)

ρ
,
dw2

∂v
= −1.

Hence the Riemann invariants are

w1 =

� ρ

1

σ(s)

s
ds+ v, w2 =

� ρ

1

σ(s)

s
ds− v.
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THEOREM 3.21. Consider the IVP

∂tu+ ∂xF (u) = 0

u(x, 0) = g(x)

(two equations) with g ∈ C∞c (R). Suppose further

∂λi
∂wj

≥ c > 0

for some constant c, i, j ∈ {1, 2}, i 6= j (”strong genuine nonlinearity”).
If ∂xv1 or ∂xv2 < 0 somewhere on R× {t = 0}, then u blows up in finite time
(i.e. there is no smooth solution u for all times t ≥ 0.)

PROOF. Suppose u is a smooth solution. Set a = ∂xv
1, b = ∂xv

2, where
v = w(u) solves

∂tv
1 + λ2(u)∂xv

1 = 0

∂tv
2 + λ1(u)∂xv

2 = 0.
(3.3)

Note: v1 is constant along the curve (x1(s), s), where

ẋ1(s) = λ2(u(x1(s), s)), x1(0) = x0

and v2 is constant along the curve (x2(s), s),

ẋ2(s) = λ1(u(x2(s), s)), x2(0) = x0.

Since u is smooth, the characteristics cover R2 and in particular v is bounded.
Differentiate (3.3) with respect to x:

∂ta+ λ2∂xa+
∂λ2

∂w1
a2 +

∂λ2

∂w2
ab = 0

and write the second equation of (3.3) as

∂tv
2 + λ2∂xv

2 = (λ2 − λ1)b.

Combining these gives

(3.4) ∂ta+ λ2∂xa+
∂λ2

∂w1
a2 +

(
1

λ2 − λ1

∂λ2

∂w2
(∂tv

2 + λ2∂xv
2)

)
a = 0.

Next, set

ξ(t) = exp

(� t

0

1

λ2 − λ1

∂λ2

∂w2
(∂tv

2 + λ2∂xv
2)(x1(s), s) ds

)
.

Set also

γ(µ) =

� µ

0

(
1

λ2 − λ1

∂λ2

∂w2

)
(v1

0, v
2) dv2,

where v1
0 := v1(x0, 0). Then,

d

ds
γ(v2(x1(s), s))

=
1

λ2 − λ1

∂λ2

∂w2
(v1

0, v
2(x1(s), s)) · (∂tv2 + λ2∂xv

2)

=
1

λ2 − λ1

∂λ2

∂w2
(v1, v2)(∂tv

2 + λ2∂xv
2)(x1(s), s),
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where we used that v1 is constant along (x1(s), s). Hence

ξ(t) = exp

(� t

0

d

ds
γ(v2(x1(s), s)) ds

)
= exp(γ(v2(x1(t), t))− γ(v2(x0, 0))).

Since v2 is bounded, it follows

0 < m ≤ ξ < M <∞

for all times t ≥ 0. Next, set α(t) = a(x1(t), t) and compute

d

dt
(ξα)−1 = − 1

(ξα)2

d

dt
(ξα)

= − 1

(ξα)2

(
ξα

1

λ2 − λ1

∂λ2

∂w2
(∂tv

2 + λ2v
2) + ξ(∂ta+ λ2∂xa)

)
=︸︷︷︸

(3.4)

− 1

ξα2

(
− ∂λ2

∂w1
α2

)

=
1

ξ

∂λ2

∂w1
,

so that

(ξα)−1(t) = (ξα)−1(0) +

� t

0

1

ξ(s)

∂λ2

∂w1
(s) ds.

Note ξ(0) = 1, so

α(t) = ξ−1(t)

(
α(0)−1 +

� t

0

1

ξ(s)

∂λ2

∂w1
(s) ds

)−1

and

α(t) = α(0)ξ−1(t)

(
1 + α(0)

� t

0

1

ξ(s)

∂λ2

∂w1
(s) ds

)−1

.

Since ∂λ2
∂w1
≥ c > 0 and ξ ≥ m > 0, this is well-defined for all t if α(0) ≥ 0.

But if α(0) < 0, there exists a finite time T such that

lim
t↗T

α(t) =∞,

so that the solution blows up at time T . But α(0) = ∂xv
1(x0, 0) hence

∂xv
1(x0, 0) < 0 for some x0 is sufficient for blow-up. A similar argument

works for v2. �

3.4. More on entropy conditions

3.4.1. The Lax condition and viscosity. Recall Lax’s entropy condition
for shock waves:

λk(ur) < σ(ur, ul) < λk(ul),

if (λk, rk) genuinely nonlinear. Find more general conditions.
Recall the viscosity limit: A reasonable solution should arise as the limit
ε↘ 0 of

(3.5) ∂tuε + ∂xF (uε) = ε∂xxuε.
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Consider solutions of the special form

uε(x, t) = v

(
x− σt
ε

)
(consistent with scaling!)

and seek the profile v and speed σ. Insert this into (3.5):

−σv′
(
x− σt
ε

)
1

ε
+DF (v)v′

(
x− σt
ε

)
1

ε
=

1

ε
v′′
(
x− σt
ε

)
,

i.e.
−σv′ +DF (v)v′ = v′′.

Suppose ul, ur ∈ Rm are given and

lim
s→−∞

v(s) = ul, lim
s→∞

v(s) = ur, lim
s→±∞

v̇ = 0,

then

lim
ε↘0

uε(x, t) =

{
ul : x < σt

ur : x > σt.

so the viscosity limit is a shock wave connecting ul and ur. Try to solve

−σv̇ +DF (v)v̇ = v̈.

Integrate to obtain
v̇F (v)− σv + c,

c ∈ Rm constant. Taking the limits s→ ±∞ we see

F (ul)− σul + c = 0,

F (ur)− σur + c = 0,

hence
F (ul)− F (ur) = σ(ul − ur) (Rankine-Hugoniot).

Determining the constant via s→ −∞, in particular, gives c = σul − F (ul),
hence our ODE reads

v̇ = F (v)− F (ul)− σ(v − ul).
From Rankine-Hugoniot we see moreover that, for given ul, and ur close by,
necessarily ur ∈ Sk(ul) for some k and σ = σ(ur, ul). Even more, we have:

THEOREM 3.22. If there is a travelling wave solution of (3.5) connecting
ul to ur sufficiently close, then ur ∈ S−k (ul).

PROOF. We have already seen ur ∈ Sk(ul) for some k and σ = σ(ur, ul).
Set

G(z) := F (z)− F (ul)− σ(z − ul),
so that our ODE becomes

v̇ = G(v).

Moreover, by Rankine-Hugoniot we have

G(ul) = G(ur) = 0,

as well as
DG(z) = DF (z)− σI

and so
DG(ul) = DF (ul)− σI.
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Hence the eigenvalues of DG(ul) are {λk(ul) − σ}mk=1 with left and right
eigenvectors {lk(ul)}, {rk(ul)}.
But as ur ∈ Sk(ul) and |ur − ul| � 1, we have by Theorem 3.9iii)

σ =
λk(ur) + λk(ul)

2
+O(|ul − ur|2)

and thus

λk(ul)− σ =
λk(ul)− λk(ur)

2
+O(|ur − ul|2).

We argue that λk(ul) − σ has to be strictly positive. Indeed, ul is an equi-
librium point of v̇ = G(v), as G(ul) = 0. If ur is close to ul. then ur − ul is
almost parallel to rk(ul), since ur ∈ Sk(ul). But if a trajectory of v̇ = G(v)
leaves the equilibrium at ul in the direction rk, then by standard ODE theory
(linearised stability!) the eigenvalue λk(ul)− σ of DG(ul) corresponding to
rk(ul) has to be positive.
But if ur is sufficiently close to ul, λk(ul) − σ > 0 implies λk(ul) > λk(ur),
hence ur ∈ S−k (ul). �

REMARK 3.23. i) The converse statement holds (if (λk, rk) is genuinely
nonlinear): If ur ∈ S−k (ul) for some k, there exists a travelling wave so-
lution of (3.5).

ii) This justifies Lax’s entropy condition: A shock wave arises from a vis-
cosity limit if and only if Lax’s entropy condition is satisfied.

3.4.2. Liu’s Condition: An Example. If (λk, rk) is not genuinely non-
linear, then ur ∈ S−k (ul) does not make sense.

DEFINITION 3.24. Let ur ∈ Sk(ul) for some k. Then (ur, ul) satisfies
(Tai-Ping) Liu’s entropy condition if

σ(z, ul) > σ(ur, ul)

for each z on the curve Sk(ul) between ul and ur.

THEOREM 3.25. If (λk, rk) is genuinely nonlinear, ur ∈ S−k (ul), and ur
close to ul, then Liu’s entropy condition is equivalent to Lax’ entropy condition.

PROOF. Liu ⇒ Lax: Let z = ul, then by Theorem 3.9 ii), σ(ul, ul) =
λk(ul), and by Theorem 3.9 iii), σ(ul, ur) is strictly between λk(ul) and
λk(ur).
Liu’s condition implies λk(ul) > σ(ur, ul) and it follows

λk(ul) > σ(ur, ul) > λk(ur),

i.e. Lax’ condition.
Lax⇒ Liu: Let λk(ur) < σ(ur, ul) < λk(ul) and z ∈ S−k (ul) between ur and
ul. Then by genuine nonlinearity and Theorem 3.9 iii)

σ(z, ul) =
λk(z) + λk(ul)

2
+O(|z − ul|2)

is strictly decreasing along Sk(ul)−, hence

σ(z, ul) > σ(ur, ul),

i.e. Liu’s condition. �
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THEOREM 3.26. (without proof)
If ur is sufficiently close to ul, then there exists a travelling wave solution to
(3.5) if and only if the Liu entropy condition is satisfied.

EXAMPLE 3.27. (p-system) Recall

∂tu1 − ∂xu2 = 0

∂tu2 − ∂xp(u1) = 0,

which is strictly hyperbolic if and only if p′ > 0.
Two conceivable ways to add viscosity: (3.5) would yield

∂tu
ε
1 − ∂xuε2 = ε∂xxu1

∂tu
ε
2 − ∂xp(uε1) = ε∂xxu2

”artifical viscosity” - no physical meaning. Or

∂tu
ε
1 − ∂xuε2 = 0

∂tu
ε
2 − ∂xp(uε1) = ε∂xxu2

(3.6)

”physical viscosity”. Let’s go for (3.6).
Assume uε = v

(
x−σt
ε

)
is a smooth solution with

lim
s→−∞

v(s) = ul, lim
s→∞

v(s) = ur, lim
s→±∞

v̇(s) = 0.

From (3.6) we get

−σv̇1 − v̇2 = 0

−σv̇2 − ˙p(v1) = v̈2

Integrating gives

σv1 + v2 = σu1
l + u2

l = σu1
r + u2

r and

v̇2 = σ(u2
l − v2) + p(u1

l )− p(v1)

= σ(u2
r − v2) + p(u1

r)− p(v1).

(3.7)

It follows that

σu1
l + u2

l = σu1
r + u2

r and

σu2
l + p(u1

l ) = σu2
r + p(u1

r).

Solve for σ :

σ2(u1
r − u1

l ) = σ(u2
l − u2

r) = p(u1
r)− p(u1

l ),

hence

σ2 =
p(u1

r)− p(u1
l )

u1
r − u1

l

> 0,

since p′ > 0. Take σ > 0. Then Liu’s condition becomes

p(z1)− p(u1
l )

z1 − u′l
>
p(u1

r)− p(u1
l )

u′r − u′l
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for every z ∈ Sk(ul) between ul and ur.
Consider again (3.7). Eliminate v2:

v̇1 = − v̇2

σ
=
p(v1)− p(u1

l )

σ
− (u2

l − v2)︸ ︷︷ ︸
σ(v1−u1

l )

=: g(v1).

But g(u1
l ) = 0 and also g(u1

r) = 0 by our formula for σ.
Suppose now u1

r > u1
l .

g = 0

g > 0

g = 0

u1
r

u1
l

s

FIGURE 17

In order for v̇ = g(v) to have a solution connecting u1
l and u2

r , we need
g(z1) > 0 for z1 between u1

l and u2
r , i.e.

p(z1)− p(u1
l ) > σ2(z1 − u1

l ) =
p(u1

r)− p(u1
l )

u1
r − u1

l

(z1 − u1
l ),

i.e. Liu’s condition.
But note that, for ul and ur sufficiently close, ur ∈ Sk(ul) implies that

u1
r > z1 > u1

l

for every z ∈ Sk(ul) between ul and ur (since rk(ul) is not parallel to (0, 1)),
hence Liu’s condition is equivalent to the existence of the travelling wave.
If u1

r < u1
l then a similar argument works (taking σ < 0).

3.4.3. Entropy / Entropy-flux pairs.

DEFINITION 3.28. Two smooth functions η, q : Rm → R are called an
entropy / entropy-flux pair if η is convex and

DηDF = Dq.

This can be motivated as in the scalar case: If ∂tu + ∂xF (u) = 0 for
smooth u, then multiplication with Dη(u) gives

∂tη(u) +Dη(u)DF (u)︸ ︷︷ ︸
Dq(u)

∂xu = 0

so ∂tη(u) + ∂xq(u) = 0.
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DEFINITION 3.29. A function u ∈ L∞(R× (0,∞)) is an entropy solution
of

∂tu+ ∂xF (u) = 0

with initial data g ∈ L∞ if

∂tη(u) + ∂xq(u) ≤ 0

in the sense of distributions, i.e.� ∞
0

� ∞
−∞

∂tϕη(u) + ∂xϕq(u) dxdt+

� ∞
−∞

ϕ(x, 0)g(x) dx ≥ 0

for all ϕ ∈ C∞c (R× [0,∞)), ϕ ≥ 0, and all entropy/entropy-flux pairs. With-
out reference to an initial condition, u is an entropy solution if� ∞

0

� ∞
−∞

∂tϕη(u) + ∂xϕq(u) dxdt ≥ 0

for all ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0, and all entropy/entropy-flux pairs.

THEOREM 3.30. Suppose (uε) is a sequence of smooth solutions of

∂tuε + ∂xF (uε) = ε∂xxuε,

bounded in L∞, and such that
uε → u

pointwise a.e. Then u is an entropy solution of

∂tu+ ∂xF (u) = 0.

PROOF. We have

∂tη(uε) + ∂xq(uε) = εDη(uε)∂xxuε

= ε∂xxη(uε)− ε(D2η(uε)(∂xuε)∂xuε)︸ ︷︷ ︸
≥0

.

Let now ϕ ∈ C∞c (R× (0,∞)), ϕ ≥ 0. Then�
∂tϕη(uε)+∂xϕq(uε) dxdt = −ε

�
∂xxϕη(uε) dxdt+ε

�
ϕD2η(uε)∂xuε∂xuε dxdt.

But by dominated convergence, since

ε∂xxϕη(uε)→ 0

a.e. and a dominating function is given by

‖ϕ‖C2χsuppϕ sup
x,ε
|η(uε)|,

we conclude �
∂tϕη(u) + ∂xϕq(u) dxdt ≥ 0.

�
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COROLLARY 3.31. A solution of the form

u(x, t) =

{
ul : x < σt

ur : x > σt

that satisfies Lax’s or Liu’s entropy condition is also an entropy solution in this
sense.

REMARK 3.32. The converse is not true in general: Consider the linearly
degenerate ”system”

∂tu1 + ∂xu1 = 0

∂tu2 + 2∂xu2 = 0

and g(x) = (g1(x), g2(x)) for

g1(x) = 0, g2(x) =

{
ul : x < 0

ur : x > 0,

so (0, ur) ∈ S2(0, ul). Then the solution (contact discontinuity) is given by

u1(x, t) = 0, u2(x, t) =

{
0 : x < 2t

ur : x > 2t

but σ(z, ul) is constant in z, so that Liu’s condition is not satisfied. On
the other hand it is not difficult to see that ∂tη(u) + ∂xq(u) = 0 for every
entropy/entropy-flux pair (exercise).

Warning: Unlike in the scalar case, it may be difficult to find any entropy
/ entropy-flux pair at all! In particular for the choice η = | · | there may
not be a corresponding entropy flux (so that the proof of uniqueness and
compensated compactness are not transferable to systems).

EXAMPLE 3.33. Consider again the p-system, for which

DF (z) =

(
0 −1

−p′(z1) 0

)
.

We claim that

η(z) =
z2

2

2
+

� z1

0
p(w) dw

is an entropy with corresponding flux

q(z) = −p(z1)z2.

Indeed, η is convex since p′ > 0 and

Dq(z) =

(
−p′(z1)z2

−p(z1)

)
whereas

Dη(z)DF (z) = (p(z1), z2)

(
0 −1

−p′(z1) 0

)
= (−p′(z1)z2,−p(z1)).
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EXAMPLE 3.34. For the isentropic Euler equations, an entropy is given
by

η(ρ, v) =
1

2
ρv2 + P (ρ),

where

P (ρ) = ρ

� ρ

1

ρ(r)

r2
dr

is the pressure potential. The corresponding flux ist

q(ρ, v) =

(
1

2
ρv2 + p(ρ) + P (ρ)

)
v.

Physically, η is interpreted as the energy.

We will use the following entropies for systems of two equations:

LEMMA 3.35. (Lax)
Let m = 2 and w = (w1, w2) be a Riemann invariant for

∂tu+ ∂xF (u) = 0 (Dw 6= 0).

There exists, for each k ∈ Z with |k| sufficiently large, entropy /entropy-flux
pairs (ηk, qk) of the asymptotic forms

ηk(w) = ekw1

(
A0(w)± 1

k
A1(w) +O

(
1

k2

))
qk(w) = ekw1

(
B0(w)± 1

k
B1(w) +O

(
1

k2

))
.

such that A0 > 0 and A0, A1, B0, B1 are smooth and independent of k.

3.5. Compensated Compactness for Systems of Two Equations

Consider the system

∂tuε + ∂xF (uε) = ε∂xxuε

and assume uε is smooth in R× (0,∞) and satisfies

sup
ε
‖uε‖L∞ <∞

as well as supε ‖
√
ε∂xuε‖L2 <∞ (satisfied e.g. for Euler).

THEOREM 3.36. Under the stated assumptions, and if (λ1, r1) and (λ2, r2)
are genuinely nonlinear, there is a subsequence (uεk) which converges pointwise
to an entropy solution

∂tu+ ∂xF (u) = 0.

PROOF. By Theorem 2.32, there exists a subsequence (uεk) generating a
Young measure (νxt), i.e.

f(uεk)
∗
⇀

�
R
f(z) dνx,t(z) in L∞(R× (0,∞))

for every f ∈ C(R2).
Let (η1, q1), (η2, q2) be two entropy / entropy-flux pairs, and set

vk := (q2(uεk), η2(uεk)),

wk := (η1(uεk),−q1(uεk)).
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Setting f = η1q2 − η2q1 in Theorem 2.32, we get

vk · wk
∗
⇀

�
(η1q2 − η2q1)(z) dνx,t(z) =: 〈νx,t, η1q2 − η2q1〉.

Next, apply the div-curl-lemma to vk, wk. To this end, note that

div vk = ∂tη2(uεk) + ∂xq2(uεk))

curlwk = −(∂tη1(uεk) + ∂xq1(uεk)).

But multiply ∂tuεk + ∂xF (uεk) = ε∂xxuεk by Dη1(uεk) to find

∂tη1(uεk) + ∂xq1(uεk) = Dη1(uεk)∂xxuεk

= ε∂xxη1(uεk)− ε(D2η1(uεk)∂xuεk) · ∂xuεk .

We need to show that this precompact in W−1,2
loc . To this end note that

εη′1(uεk)∂xuεk is precompact in L2, because it equals
√
ε
√
ε∂xuεk︸ ︷︷ ︸

bounded in L2

η′1(uεk)︸ ︷︷ ︸
bounded in L∞

.

Since this quantity equals εDxη
′
1(uεk), it follows that ε∂xxη1(uεk) is precom-

pact in W−1,2(R× (0,∞)).
Moreover, ε|∂xuεk |

2︸ ︷︷ ︸
bounded in L1

|D2η1(uεk)|︸ ︷︷ ︸
bounded in L∞

is bounded in L1(R × (0,∞)), hence in

M(R× (0,∞)), so Corollary 2.30 applies and gives the derived precompact-
ness in W−1,2

loc (R× (0,∞)). We conclude

vk · wk
∗
⇀ w*-lim vk ·w*-lim wk

= 〈ν, η1〉〈ν, q2〉 − 〈ν, η2〉〈ν, q1〉

and hence
〈ν, η1q2 − η2q1〉 = 〈ν, η1〉〈ν, q2〉 − 〈ν, η2〉〈ν, q1〉

almost everywhere. We want to show νx,t is a Dirac measure a.e. First,
prove the following

LEMMA 3.37. If η, q is an entropy/entropy-flux pair, viewed as a function
of w = (w1, w2), then

∂q

∂w1
= λ2

∂η

∂w1
,
∂q

∂w2
= λ1

∂η

∂w2
.

PROOF. By definition, Dη(z)DF (z) = Dq(z), i.e.

DF t(z)Dη(z) = Dq(z).

Consider the diffeomorphism z = z(w), then by the chain rule

Dwq(w) = Dz(w)tDzq(z)

and similarly
Dwη(w) = Dz(w)tDzη(z),

so that

Dwq = DztDzq = DztDzF
tDzη = DztDzF

t(Dzt)−1Dwη.

But Dz(w) = Dw(z(w))−1, hence

Dwq(w) = Dw−t(z)DzF
t(z)Dwt(z)Dwη.
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But recall that Dw1||l2 and Dw2||l1, hence

Dw−tDF tDwt = Dw−tDF t(Dw1︸︷︷︸
||l2

|Dw2︸︷︷︸
||l1

)

= Dw−t(λ2Dw1|λ1Dw2)

= Dw−tDwt
(
λ2 0
0 λ1

)
=

(
λ2 0
0 λ1

)
and the claim follows. �

Continue the proof of Theorem 3.36.
Recall

ηk(w) = ekw1

(
A0(w)± 1

k
A1(w) +O

(
1

k2

))
, A0 > 0

qk(w) = ekw1

(
B0(w)± 1

k
B1(w) +O

(
1

k2

))
from Lemma 3.35. Insert this into the just derived lemma and match coeffi-
cients of k1 and k0 which yields

∂ηk

∂w1
= kekw1

(
A0 +

1

k
A1 +O

(
1

k2

))
+ ekw1

(
∂A0

∂w1
+

1

k

∂A1

∂w1
+O

(
1

k2

))
∂ηk

∂w2
= ekw1

(
∂A0

∂w2
+

1

k

∂A1

∂w2
+O

(
1

k2

))
∂qk

∂w1
= kekw1

(
B0 +

1

k
B1 +O

(
1

k2

))
+ ekw1

(
∂B0

∂w1
+

1

k

∂B1

∂w1
+O

(
1

k2

))
∂qk

∂w2
= ekw1

(
∂B0

∂w2
+

1

k

∂B1

∂w2
+O

(
1

k2

))
hence Lemma 3.37 gives

B0 = λ2A0,

∂B0

∂w2
= λ1

∂A0

∂w2
,

B1 +
∂B0

∂w1
= λ2

(
A1 +

∂A0

∂w1

)
.

Hence we have

B1 − λ2A1 = λ2
∂A0

∂w1
− ∂B0

∂w1
=

∂

∂w1
(λ2A0 −B0)− ∂λ2

∂w1
A0 = − ∂λ2

∂w1
A0.

Next, fix x, t and define R := {w ∈ R2 : w−i ≤ wi ≤ w+
i (i = 1, 2)} as the

smallest rectangle in R2 containing supp νx,t. We want to show that R is a
point.
For contradiction, suppose w−1 < w+

1 (w−2 < w+
2 is similar). Since A0 > 0,

for large |k|, ηk = ekw1
(
A0 +O

(
1
k

))
> 0, so that the measure defined by

µk(E) =
1

〈νx,t, ηk〉

�
E
ηk(w) dνx,t(w)
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is a probability measure supported in R. Hence, up to subsequences,

(µk)k>0
∗
⇀ µ+, (µk)k<0

∗
⇀ µ− (|k| → ∞)

for probability measures µ+, µ− with support in R.
Claim:

suppµ+ ⊂ R ∩ 〈w1 = w+
1 〉

suppµ− ⊂ R ∩ 〈w1 = w−1 〉

Proof of the claim: Consider only +. Let ϕ ∈ C(R) such that ϕ = 0 near

w−1 w+
1 − δ w+

1

suppµ− suppµ+Rδ

R

FIGURE 18

〈w = w+
1 〉. Hence, there exists δ > 0 such that ϕ(w1, w2) = 0 if w1 > w+

1 − δ
and let Rδ = [w−1 , w

+
1 − δ]× [w−2 , w

+
2 .]. Then∣∣∣∣�

R
ϕ(w) dµ+(w)

∣∣∣∣ =

∣∣∣∣ lim
k→∞

�
ϕ(w)ηk(w) dνx,t(w)

1

〈νx,t, ηk〉

∣∣∣∣
≤ ‖ϕ‖∞

∣∣∣∣ lim sup
k→∞

�
Rδ
ηk(w) dνx,t(w)�

R η
k(w) dνx,t(w)

∣∣∣∣
= ‖ϕ‖∞

∣∣∣∣ lim sup
k→∞

�
Rδ
ekw1A0(w) dνx,t(w)�

R e
kw1A0(w) dνx,t(w)

∣∣∣∣
≤ ‖ϕ‖∞C lim sup

k→∞

�
Rδ
ekw1 dνx,t(w)�

R e
kw1 dνx,t(w)

(0 < m < A0 < M)

≤ ‖ϕ‖∞C lim sup
k→∞

ek(w+
1 −δ)νx,t(Rδ)

ek(w+
1 −δ/2)νx,t(R \Rδ/2)

= 0.

This proves the claim. The argument for µ− is similar.
Let us define

λ+
2 =

�
R∩{w1=w+

1 }
λ2 dµ

+, λ−2 =

�
R∩{w1=w−1 }

λ2 dµ
−.

Let now (η, q) be any entropy/entropy-flux pair and use (η1, q1) = (ηk, qk)
and (η2, q2) = (η, q) above:

(3.8) 〈νx,t, ηkq − ηqk〉 = 〈νx,t, ηk〉〈νx,t, q〉 − 〈νx,t, η〉〈νx,t, qk〉.
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Recalling the definition of µk, we obtain

〈νx,t, qk〉
1

〈νx,t, ηk〉
=

1

〈νx,t, ηk〉

�
ek1wλ2A0(w) dνx,t(w) +O

(
1

k

)
=

�
λ2(w) dµk +O

(
1

k

)
.

and similarly

〈νx,t, ηkq − ηqk〉
1

〈νx,t, ηk〉
=

1

〈νx,t, ηk〉

�
ekw1A0q − ηekw1A0λ2 dν +O

(
1

k

)
=

�
q − λ2η dµk +O

(
1

k

)
.

Hence dividing (3.8) by 〈ν, ηk〉 and letting k → ±∞ we obtain�
R∩{w1=w±1 }

q − λ2η dµ
± = 〈ν, q〉 − 〈ν, η〉λ±2 .

Next, insert (ηk, qk) and (η−k, q−k) in (3.8) to get

〈ν, ηkq−k − η−kqk〉 = 〈ν, ηk〉〈ν, q−k〉 − 〈ν, η−k〉〈ν, qk〉
and so

〈ν, ηkq−k − η−kqk〉
〈ν, ηk〉〈ν, η−k〉

=
〈ν, q−k〉
〈ν, η−k〉

− 〈ν, qk〉
〈ν, ηk〉

.

Let k → ±∞: The RHS converges to λ−2 − λ+
2 as above. For the LHS,

the numerator is of order 1
k (because: ηkq−k − η−kqk ∼ A0B0 − A0B0 +

1
k (A1B0 − A0B1 − A0B1 + A1B0) +O

(
1
k2

)
) whereas the denominator is of

order ek(w+
1 −w

−
1 ) →∞. Hence in the limit |k| → ∞ we get

λ−2 − λ
+
2 = 0.

By (3.5), this also implies

(3.9)
�
R∩{w1=w+

1 }
q − ηλ2 dµ

+ =

�
R∩{w1=w−1 }

q − ηλ2 dµ
−

for any entropy/entropy-flux pair (η, q). Set

(η, q) = (ηk, qk)

and expand (3.9) up to order 1
k :

ekw
+
1

�
R∩{w1=w+

1 }

B1 − λ2A1

k
+O

(
1

k2

)
dµ+

= ekw
−
1

�
R∩{w1=w−1 }

B1 − λ2A1

k
+O

(
1

k2

)
dµ−.

Since w+
1 6= w−1 , it follows that�

R∩{w1=w±1 }
B1 − λ2A1 dµ

± = 0.

But we recall that we had derived

B1 − λ2A1 = − ∂λ2

∂w1
A0,
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so that �
R∩{w1=w±1 }

∂λ2

∂w1
A0 dµ

± = 0.

But A0 > 0 and ∂λ2
∂w1

does not change sign by genuine nonlinearity, therefore
we get a contradiction to w+

1 > w−1 .
A similar argument yields w+

2 = w−2 hence the support of νx,t is u(x, t) for
a.e. x, t, and pointwise convergence to an entropy solution then follows
easily. �

REMARK 3.38. The following argument justifies the assumption

ε

� T

0

�
R
|∂xu|2 dxdt <∞ :

If (η, q) is an entropy / entropy-flux pair, then

∂tη(u) + ∂xq(u) = ε∂xxη(u)− ε(∂xu,D2η(u)∂xu)

hence integration in x and t gives

η(u(T )) + ε

� T

0

� ∞
−∞

(∂xu,D
2η(u)∂xu) dxdt ≤ η(u(0))

(if u is smooth, sufficiently decaying).
Hence if η is strongly convex in the sense that

(ξ,D2ηξ) ≥ m|ξ|2

for some m > 0 and all ξ ∈ R2 then we obtain a uniform L2
x,t-bound for√

ε∂xu, as desired.

REMARK 3.39. Different subsequences might converge to different en-
tropy solutions.

3.6. Weak-strong uniqueness

For general systems of conservation laws, there is no known uniqueness
result for entropy solutions (”scientific scandal”, P. Lax).
The second best type of result is weak-strong uniqueness:

THEOREM 3.40. (C. Dafermos)
Suppose the hyperbolic system of m equations

∂tu+ ∂xF (u) = 0

has a strongly convex entropy, D2η ≥ cIdm for some c > 0.
Suppose there is a solution u ∈ C1(R× [0, T ))∩L∞ with u(x, 0) = g(x). Then
every entropy solution u with initial data g coincides with u, i.e.

u = u on R× [0, T ).

PROOF. Define the functions

h(x, t) = η(u)− η(u)−Dη(u) · (u− u) ”relative entropy”

Y (x, t) = q(u)− q(u)−Dη(u) · (F (u)− F (u))

Z(x, t) = D2η(u)(F (u)− F (u)−DF (u) · (u− u)).
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Since u, u ∈ L∞ and η, q, F are smooth, by Taylor’s theorem there is a con-
stant C > 0 such that

|q(u)− q(u)−Dq(u) · (u− u)| ≤ C|u− u|2,
|F (u)− F (u)−DF (u)(u− u)| ≤ C|u− u|2.

Hence,

|Y (x, t)|
= |q(u)− q(u)−Dη(u) · (F (u)− F (u))|
≤ |q(u)− q(u)−Dq(u) · (u− u)

+Dq(u) · (u− u)−Dη(u) · (F (u)− F (u))|
≤ C|u− u|2 + |Dq(u)(u− u)−Dη(u)(F (u)− F (u)

−DF (u)(u− u))−Dη(u)DF (u) · (u− u)|
≤ C|u− u|2,

where we let the value of the constant C increase from time to time. On the
other hand, strong convexity of η implies

|h(x, t)| = |η(u)− η(u)−Dη(u) · (u− u)|

=
1

2
|(D2η(u) · (u− u)) · (u− u)|+O(|u− u|3) for |u− u| small

≥ c|u− u|2

(for |u− u| small this follows from O(|u− u|3)� |u− u|2, for |u− u| large
it follows from u, u ∈ L∞ and u 6= u implies h 6= 0).
It follows that

|Y (x, t)| ≤ C|h(x, t)|.
Similarly,

|Z(x, t)| ≤ |D2η(u)||F (u)− F (u)−DF (u)(u− u)| ≤ C|u− u|2

and therefore
|Z(x, t)| ≤ C|h(x, t)|.

Since u is a C1-smooth solution, the usual computation gives

∂tη(u) + ∂xq(u) = 0,

and by assumption
∂tη(u) + ∂xq(u) ≤ 0

in the sense of distributions.
So if ϕ ∈ C∞c (R× [0, T )), then� T

0

�
R
∂tϕh+ ∂xϕY dxdt

=

�
∂tϕ(η(u)− η(u)−Dη(u) · (u− u))

∂xϕ(q(u)− q(u)−Dη(u) · (F (u)− F (u))) dxdt

≥
�
−∂tϕDη(u) · (u− u)− ∂xϕDη(u) · (F (u)− F (u))

(3.10)
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(boundary terms at t = 0 cancel since u(0) = u(0) = g).
Moreover, use ϕDη(u) ∈ C1 as a test function for

∂tu+ ∂xF (u) = 0

∂tu+ ∂xF (u) = 0

to obtain�
∂t(ϕDη(u)) · (u− u) + ∂x(ϕDη(u)) · (F (u)− F (u)) = 0.

Moreover observe that

∂t(Dη(u)) · (u− u) + ∂xDη(u) · (F (u)− F (u))

= D2η(u) · (u− u) · ∂tu+D2η(u) · (F (u)− F (u)) · ∂xu
= −D2η(u) · ∂xF (u) · (u− u) +D2η(u) · (F (u)− F (u)) · ∂xu
= −Z(x, t) · ∂xu.

Recall (3.10) to conclude

(3.11)
�

∂tϕh+ ∂xϕY dxdt ≥
�

ϕZ(x, t) · ∂xu dxdt.

Next choose a particular test function

ϕ(x, t) = w(t)X(x, t),

where, for some τ < T,R > 0, ε small,

w(t) =

{
1 : 0 ≤ t ≤ τ − ε
0 : t ≥ τ

and w is linearly decreasing on [τ − ε, τ ].

1

τ − ε τ

FIGURE 19

The function X is given by

X(x, t) =


1 : |x| ≤ R+ C(τ − t)
1− 1

ε (|x| −R− C(τ − t)) : 0 ≤ |x| − (R+ C(τ − t)) ≤ ε
0 : otherwise,

where C satisfies |Y | ≤ C|h|.
Observe that

• 0 ≤ ϕ ≤ 1
• ϕ = 0 if t ≥ τ or |x| ≥ ε+R+ C(τ − t)
• ∂tϕ = −1

ε on (−R,R)× (τ − ε, τ)
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ε

t

x

τ

X = 1

X = 0

|x| = R+ C(τ − t)

FIGURE 20

• |∂xϕ| ≤ −1
ε∂tϕ.

Therefore,

1

ε

� C

τ−ε

�
|x|≤R+C(τ−t)

h(x, t) dxdt

= −
� C

τ−ε

�
|x|≤R+C(τ−t)

∂tϕ︸︷︷︸
=−1/ε on (τ−ε,τ)

h+ ∂xϕ︸︷︷︸
=0 on |x|≤R+c(τ−t)

Y dxdt

≤ −
� τ

0

�
|x|≤ε+R+C(τ−t)

∂tϕh+ ∂xϕY dxdt

≤3.11 −
� τ

0

�
|x|≤ε+R+C(τ−t)

ϕZ(x, t) · ∂xu(x, t) dxdt

≤
� ε

0

�
|x|≤ε+R+C(τ−t)

|Z||∂xu| dxdt.

But since ∂xu ∈ L∞ and |Z| ≤ C ′h, we get

1

ε

� τ

τ−ε

�
|x|≤R+C(τ−t)

h(x, t) dxdt ≤ C ′
� τ

0

�
|x|≤ε+R+C(τ−t)

h(x, t) dxdt,

for every τ < T and R > 0. In particular we may replace R by R+ C(s− t)
to get (τ < s < T )

1

ε

� τ

τ−ε

�
|x|≤R+C(s−t)

h(x, t) dxdt ≤ C ′
� τ

0

�
|x|≤ε+R+C(s−t)

h(x, t) dxdt.

By the Lebesgue differentiation Theorem, the limit ε ↘ 0, gives for a.e.
τ < s �

|x|≤R+C(τ−t)
h(x, τ) dx︸ ︷︷ ︸

=:g(τ)

≤ C ′
� t

0

�
|x|≤R+C(s−t)

h(x, t) dx︸ ︷︷ ︸
=g(t)

dt

so that

g(τ) ≤
� τ

0
g(t) dt

a.e. τ < T . It follows from Gronwall’s lemma that g = 0, a.e., hence by
h ≥ 0 and the arbitrary choices of R and τ , h ≡ 0 a.e.
It follows that u = u for almost every x, t. �
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REMARK 3.41. i) The theorem (with similar proof) is valid also for
x ∈ Rd.

ii) In the absence of smooth solutions, solutions need not be unique:
For isentropic Euler and m ≥ 2, there exist ρ0, v0 ∈ L∞ such that there
are infinitely many entropy solutions with this data (De Lellis - Széke-
lyhidi 2010).
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