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Notation and Conventions

If H is a complex Hilbert space, then its scalar product is written 〈·, ·〉. It is
linear in the first and antilinear in the second argument

λ〈v, w〉 = 〈λv,w〉 = 〈v, λw〉,

and ‖v‖ :=
√
〈v, v〉 is the corresponding norm. A subset E ⊆ H is called total

if spanE is dense.

• N := {1, 2, 3, . . .}

• R+ := {x ∈ R : x ≥ 0} = [0,∞[.

• R× := R \ {0}, C× := C \ {0}, T := {z ∈ C : |z| = 1}.

For two sets J and Y we write Y J for the set of maps f : J → Y . If J is a set
and S an abelian semigroup with zero element 0, then we also write S(J) ⊆ SJ
for the subset of finitely supported functions.

For Banach spaces X and Y we write

B(X,Y ) := {A : X → Y : A linear, ‖A‖ <∞}

for the Banach space of bounded linear operators from X to Y . For X = Y
we abbreviate B(X) := B(X,X) and write GL(X) for the group of invertible
elements in B(X). If H is a complex Hilbert space, then we have an antilinear
isometric map B(H)→ B(H), A 7→ A∗, determined uniquely by

〈Av,w〉 = 〈v,A∗w〉 for v, w ∈ H.

We write
U(H) := {g ∈ GL(H) : g−1 = g∗}

for the unitary group. For H = Cn, the corresponding matrix group is denoted

Un(C) := {g ∈ GLn(C) : g−1 = g∗}.

If G is a group, we write 1 for its neutral element and

λg(x) = gx, ρg(x) = xg and cg(x) = gxg−1

for left multiplications, right multiplications, resp., conjugations.
For a metrix space (X, d), we write

Br(x) := {y ∈ X : d(x, y) < r}

for the open balls.
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Introduction

A unitary representation of a group G is a homomorphism π : G→ U(H) to the
unitary group

U(H) = {g ∈ GL(H) : g∗ = g−1}

of a complex Hilbert space H. Such a representation is said to be irreducible
if {0} and H are the only π(G)-invariant closed subspaces of H. The two
fundamental problems in representation theory are:

(FP1) To classify, resp., parametrize the irreducible representations of G, and

(FP2) to explain how a given unitary representation can be decomposed into
irreducible ones. This is called the problem of harmonic analysis because it
contains in particular the expansion of a periodic L2-function as a Fourier
series.

As formulated above, both problems are not well-posed. First, one has to
specify the class of representations one is interested in, and this class may depend
on the group G, resp., additional structure on this group. Only in very rare
situations, one studies arbitrary unitary representations. If G is a topological
group, i.e., if G carries a topology for which the group operations are continuous,
one is only interested in unitary representations which are continuous in the
sense that, for each v ∈ H, the orbit map

πv : G→ H, g 7→ π(g)v

is continuous. If G is a Lie group, a concept refining that of a topological group,
so that it makes sense to talk about smooth functions on G, then we consider
only representations for which the subspace

H∞ := {v ∈ H : πv : G→ H is smooth}

of smooth vectors is dense in H.
This means that there are three basic contexts for representation theory

• the discrete context (G is considered as a discrete group, no restrictions)

• the topological context (G is a topological group; continuity required)

• the Lie context (G is a Lie group; smoothness required).

In each of these contexts, the two fundamental problems mentioned above are
of a completely different nature because they concern different classes of repre-
sentations. For example one can show that the harmonic analysis problem has
a good solution for the topological group GL2(R), but not for the same group,
considered as a discrete one. To make statements like this more precise is one
of the fundamental tasks of representation theory.

To give a first impression of the major difficulties involved in this program,
we discuss some examples.
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Remark 1. If the group G is abelian, then one can show that all irreducible
representations (π,H) are one-dimensional, so that π(g) = χ(g)1 holds for a
group homomorphism

χ : G→ T := {z ∈ C : |z| = 1}

into the circle group. Such homomorphisms are called characters. For an abelian
topological group G, we write

Ĝ := Hom(G,T)

for the set of continuous characters. They form a group under pointwise mul-
tiplication, called the character group of G. Since all irreducible unitary repre-
sentations of an abelian group G are one-dimensional, the group Ĝ parametrizes
the irreducible representations and the solution of (FP1) therefore consists in a

description of the group Ĝ.
The second fundamental problem (FP2) is much harder to deal with. If

(π,H) is a unitary representation, then each irreducible subrepresentation is
one-dimensional, hence generated by a G-eigenvector v ∈ H satisfying

π(g)v = χ(g)v for g ∈ G

and some character χ ∈ Ĝ. Now one would like to “decompose” H into the
G-eigenspaces

Hχ := {v ∈ H : (∀g ∈ G)π(g)v = χ(g)v}.
As the following two examples show, there are situations where this is possible,
but this is not always the case.

Example 1. To solve (FP1) for the circle group G := T, we first note that for
each n ∈ Z, χn(z) := zn defines a continuous character of T, and one can show
that these are all continuous characters. Therefore χnχm = χn+m leads to

T̂ = Hom(T,T) ∼= Z.

The group T has a continuous representation on the space H = L2(T, µ),
where µ is the probability measure on T specified by∫

T
f(z) dµ(z) :=

1

2π

∫ 2π

0

f(eit) dt.

The regular representation of T is defined by

(π(t)f)(z) := f(tz).

Then the T-eigenfunctions in H corresponding to χn are the functions χn them-
selves, and it is a basic result in the theory of Fourier series that any function
f ∈ H can be expanded as a Fourier series

f =
∑
n∈Z

anχn
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converging in H. In this sense H is a (topological) direct sum of the subspaces
Cχn, which means that the representation π decomposes nicely into irreducible
pieces.

Example 2. For the group G := R, the solution of (FP1) asserts that each
continuous character is of the form

χλ(x) := eiλx, λ ∈ R,

so that χλχµ = χλ+µ leads to the group isomorphism

R→ R̂, λ 7→ χλ.

The group R has a continuous representation on the space H = L2(R, dx)
given by

(π(x)f)(y) := f(x+ y).

Then the R-eigenfunctions in H corresponding to χλ solve the equation

f(x+ y) = eiλxf(y)

for every x and, for a given x, for almost every y ∈ R. This leads in particular
to |f(y + 1)| = |f(y)| for almost every y ∈ R, and thus to∫

R
|f(y)|2 dy =

∑
n∈Z

∫ 1

0

|f(y + n)|2 dy =∞ ·
∫ 1

0

|f(y)|2 dy =∞,

whenever ‖f‖2 6= 0. Therefore the representation (π,H) contains no irreducible
subspaces and we need refined methods to say what it means to decompose it
into irreducible ones.

The problem of decomposing functions into simpler pieces with respect to
the transformation behavior under a certain symmetry group arises in many
situations, not only in mathematics, but also in the natural sciences. In math-
ematics, unitary representation theory has many applications in areas ranging
from number theory, geometry, real and complex analysis to partial differential
equations (see in particular [Ma78]).

One of the strongest motivations for the systematic development of the the-
ory of unitary group representations that started in the 1940s, was its close
connection to Quantum Mechanics. This connection is due to the fact that the
state space of a quantum mechanical system is modeled by the set

P(H) := {[v] = Cv : 0 6= v ∈ H}

of one-dimensional subspaces of a complex Hilbert space, its projective space.
This spaces carries several interesting structures. The most important one for
physics is the function

β : P(H)× P(H)→ [0, 1], β([v], [w]) :=
|〈v, w〉|2

‖v‖2‖w‖2
,
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which is interpreted as a transition probability between the two states [v] and
[w]. A central feature of quantum physical models is that systems are often
specified by their symmetries. More concretely, this means that each system
has a symmetry group G. It acts on the corresponding set P(H) of states in
such a way that it preserves the transition probabilities, i.e., we have a group
action G× P(H)→ P(H), (g, [v]) 7→ g[v], satisfying

β(g[v], g[w]) = β([v], [w]) for g ∈ G, 0 6= v, w ∈ H.

To link these structures to unitary representations, we have to quote Wigner’s
fundamental theorem that for each bijection ϕ of P(H) preserving β, there
exists either a linear or an antilinear surjective isometry ϕ̃ : H → H such that
ϕ[v] = [ϕ̃(v)] holds for each 0 6= v ∈ H (cf. [Ba64]; see also [FF00, Thm. 14.3.6]
for Wigner’s Theorem and various generalizations and [PF80] for the Lorentzian
case). This leads to a surjective homomorphism

Γ: AU(H)→ Aut(P(H), β), ϕ̃ 7→ ϕ,

where AU(H) denotes the set of semilinear unitary operators, where semilinear
means either linear or antilinear. If G ⊆ Aut(P(H), β) is a quantum mechanical
symmetry group, we thus obtain a subgroup G] := Γ−1(G) ⊆ AU(H) with a
semilinear unitary representation on H, and the subgroup G]u := G] ∩ U(H) of
index at most two is a unitary group. One subtlety that we observe here is that
the homomorphism Γ is not injective. If dimH > 1, then its kernel consists of
the circle group T1 = {z1 : |z| = 1, z ∈ C}, so that

G ∼= G]/T

and G] is an extension of the group G by the circle group T which is central if
G] ⊆ U(H), resp., G ⊆ Γ(U(H)).

It is this line of reasoning that leads from quantum mechanical symmetries to
the problem of classifying irreducible unitary representation of a group G, resp.,
of its T-extensions G], because these representations correspond to systems with
the same kind of symmetry. Similar questions lead in particular to the problem
of classifying elementary particles in terms of representations of certain compact
Lie groups (cf. [BH09, Va85, Ma78]).



Chapter 1

Continuous Unitary
Representations

Throughout these notes we shall mainly be concerned with continuous repre-
sentations of topological groups. Therefore Section 1.1 introduces topological
groups and some important examples. In Section 1.2 we discuss continuity of
unitary representations and provide some methods that can be used to verify
continuity easily in many situations. We also introduce the strong topology
on the unitary group U(H) for which a continuous unitary representation of G
is the same as a continuous group homomorphism π : G → U(H). As a first
step in the decomposition theory of representations, we discuss in Section 1.3
direct sums of unitary representations and show that every representation is a
direct sum of cyclic ones. Later we shall study cyclic representations in terms
of positive definite functions on G.

1.1 Topological Groups

Definition 1.1.1. A topological group is a pair (G, τ) of a group G and a
Hausdorff topology τ for which the group operations

mG : G×G→ G, (x, y) 7→ xy and ηG : G→ G, x 7→ x−1

are continuous when G×G carries the product topology. Then we call τ a group
topology on the group G.

Remark 1.1.2. The continuity of the group operations can also be translated
into the following conditions which are more direct than referring to the product
topology on G. The continuity of the multiplication mG in (x, y) ∈ G×G means
that for each neighborhood V of xy there exist neighborhoods Ux of x and Uy
of y with UxUy ⊆ V . Similarly, the continuity of the inversion map ηG in x
means that for each neighborhood V of x−1, there exists a neighborhood Ux of
x with U−1

x = {y−1 : y ∈ Ux} ⊆ V .

5
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Remark 1.1.3. For a group G with a topology τ , the continuity of mG and ηG
already follows from the continuity of the single map

ϕ : G×G→ G, (g, h) 7→ gh−1.

In fact, if ϕ is continuous, then the inversion ηG(g) = g−1 = ϕ(1, g) is the
composition of ϕ and the continuous map G→ G×G, g 7→ (1, g). The continuity
of ηG further implies that the product map

idG×ηG : G×G→ G×G, (g, h) 7→ (g, h−1)

is continuous, and therefore mG = ϕ ◦ (idG×ηG) is continuous.

Remark 1.1.4. Every subgroup H of a topological group G is a topological
group with respect to the subspace topology.

Examples 1.1.5. (a) G = (Rn,+) is an abelian topological group with respect
to any metric defined by a norm.

More generally, the additive group (X,+) of every normed space X is a
topological group.

(b) (C×, ·) is a topological group and the circle group T := {z ∈ C× : |z| = 1}
is a compact subgroup.

(c) The group GLn(R) of invertible (n × n)-matrices is a topological group
with respect to matrix multiplication. The continuity of the inversion follows
from Cramer’s Rule, which provides an explicit formula for the inverse in terms
of determinants: For g ∈ GLn(R), we define bij(g) := det(gmk)m6=j,k 6=i. Then
the inverse of g is given by

(g−1)ij =
(−1)i+j

det g
bij(g)

(see Proposition 1.1.10 for a different argument).
(d) Any group G is a topological group with respect to the discrete topology.

We have already argued above that the group GLn(R) carries a natural
group topology. This group is the unit group of the algebra Mn(R) of real
(n × n)-matrices. As we shall see now, there is a vast generalization of this
construction.

Definition 1.1.6. A Banach algebra is a triple (A,mA, ‖ · ‖) of a Banach space
(A, ‖ · ‖), together with an associative bilinear multiplication

mA : A×A → A, (a, b) 7→ ab

for which the norm ‖ · ‖ is submultiplicative, i.e.,

‖ab‖ ≤ ‖a‖ · ‖b‖ for a, b ∈ A.

By abuse of notation, we shall mostly call A a Banach algebra, if the norm and
the multiplication are clear from the context.
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A unital Banach algebra is a pair (A,1) of a Banach algebra A and an
element 1 ∈ A satisfying 1a = a1 = a for each a ∈ A and ‖1‖ = 1. The subset

A× := {a ∈ A : (∃b ∈ A) ab = ba = 1}

is called the unit group of A (cf. Exercise 1.1.15).

Example 1.1.7. (a) If (X, ‖ · ‖) is a Banach space, then the space B(X) of
continuous linear operators A : X → X is a unital Banach algebra with respect
to the operator norm

‖A‖ := sup{‖Ax‖ : x ∈ X, ‖x‖ ≤ 1}

and composition of maps. Note that the submultiplicativity of the operator
norm, i.e.,

‖AB‖ ≤ ‖A‖ · ‖B‖,

is an immediate consequence of the estimate

‖ABx‖ ≤ ‖A‖ · ‖Bx‖ ≤ ‖A‖ · ‖B‖ · ‖x‖ for x ∈ X.

In this case the unit group is also denoted GL(X) := B(X)×.
(b) If X is a compact space and A a Banach algebra, then the space C(X,A)

of A-valued continuous functions on X is a Banach algebra with respect to
pointwise multiplication (fg)(x) := f(x)g(x) and the norm

‖f‖ := sup
x∈X
‖f(x)‖

(Exercise 1.1.14)
(c) An important special case of (b) arises for A = Mn(C), where we obtain

C(X,Mn(C))× = C(X,GLn(C)) = GLn(C(X,C)).

Example 1.1.8. For any norm ‖ · ‖ on Cn, the choice of a basis yields an iso-
morphism of algebras Mn(C) ∼= B(Cn), so that GLn(C) ∼= B(Cn)× = GL(Cn).

Remark 1.1.9. In a Banach algebraA, the multiplication is continuous because
an → a and bn → b implies ‖bn‖ → ‖b‖ and therefore

‖anbn − ab‖ = ‖anbn − abn + abn − ab‖ ≤ ‖an − a‖ · ‖bn‖+ ‖a‖ · ‖bn − b‖ → 0.

In particular, left and right multiplications

λa : A → A, x 7→ ax, and ρa : A → A, x 7→ xa,

are continuous with

‖λa‖ ≤ ‖a‖ and ‖ρa‖ ≤ ‖a‖. (1.1)

Proposition 1.1.10. The unit group A× of a unital Banach algebra is an open
subset and a topological group with respect to the topology defined by the metric
d(a, b) := ‖a− b‖.
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Proof. The proof is based on the convergence of the Neumann series
∑∞
n=0 x

n

for ‖x‖ < 1. For any such x we have

(1− x)

∞∑
n=0

xn =
( ∞∑
n=0

xn
)

(1− x) = 1,

so that 1 − x ∈ A×. We conclude that the open unit ball B1(1) is contained
in A×.

Next we note that left multiplications λg : A → A with elements g ∈ A×
are continuous (Remark 1.1.9), hence homeomorphisms because λ−1

g = λg−1 is
also continuous. Therefore gB1(1) = λgB1(1) ⊆ A× is an open subset, showing
that g is an interior point of A×. Hence A× is open.

The continuity of the multiplication of A× follows from the continuity of
the multiplication on A by restriction and corestriction (Remark 1.1.9). The
continuity of the inversion in 1 follows from the estimate

‖(1− x)−1 − 1‖ =
∥∥∥ ∞∑
n=1

xn
∥∥∥ ≤ ∞∑

n=1

‖x‖n =
1

1− ‖x‖
− 1 =

‖x‖
1− ‖x‖

,

which tends to 0 for x → 0. The continuity of the inversion in g ∈ A× is now
obtained as follows. If gn → g, then gng

−1 → 1 follows from the continity of
the right multiplications, so that

g−1
n = g−1(gng

−1)−1 → g−1

follows from the continuity of the inversion in 1 and the continuity of the left
multiplications. This shows that A× is a topological group.

As we shall see throughout these notes, dealing with unitary representations
often leads us to Banach algebras with an extra structure given by an involution.

Definition 1.1.11. (a) An involutive algebra A is a pair (A, ∗) of a complex
algebra A and a map A → A, a 7→ a∗, satisfying

(1) (a∗)∗ = a (Involutivity)

(2) (λa+ µb)∗ = λa∗ + µb∗ (Antilinearity).

(3) (ab)∗ = b∗a∗ (∗ is an antiautomorphism of A).

Then ∗ is called an involution on A. A Banach-∗-algebra is an involutive algebra
(A, ∗), where A is a Banach algebra and ‖a∗‖ = ‖a‖ holds for each a ∈ A. If,
in addition,

‖a∗a‖ = ‖a‖2 for a ∈ A,

then (A, ∗) is called a C∗-algebra.
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Example 1.1.12. (a) The algebra B(H) of bounded operators on a complex
Hilbert spaceH is a C∗-algebra. Here the main point is that, for each A ∈ B(H),
we have

‖A‖ = sup{|〈Av,w〉| : ‖v‖, ‖w‖ ≤ 1},

which immediately implies that ‖A∗‖ = ‖A‖. It also implies that

‖A∗A‖ = sup{|〈Av,Aw〉| : ‖v‖, ‖w‖ ≤ 1} ≥ sup{‖Av‖2 : ‖v‖ ≤ 1} = ‖A‖2,

and since ‖A∗A‖ ≤ ‖A∗‖ · ‖A‖ = ‖A‖2 by Example 1.1.7, we see that B(H) is
a C∗-algebra.

(b) From (a) it immediately follows that every closed ∗-invariant subalgebra
of A ⊆ B(H) also is a C∗-algebra.

(c) If X is a compact space, then the Banach space C(X,C), endowed with

‖f‖ := sup
x∈X
|f(x)|

is a C∗-algebra with respect to f∗(x) := f(x). In this case ‖f∗f‖ = ‖|f |2‖ =
‖f‖2 is trivial.

(d) If X is a locally compact space, then we say that a continuous function
f : X → C vanishes at infinity if, for each ε > 0, there exists a compact subset
K ⊆ X with |f(x)| ≤ ε for x 6∈ K. We write C0(X,C) for the set of all
continuous functions vanishing at infinity and endow it with the norm

‖f‖ := sup
x∈X
|f(x)|.

(cf. Exercise 1.1.16). Then C0(X,C) is a C∗-algebra with respect the involution
f∗(x) := f(x).

Example 1.1.13. (a) If H is a (complex) Hilbert space, then its unitary group

U(H) := {g ∈ GL(H) : g∗ = g−1}

is a topological group with respect to the metric d(g, h) := ‖g−h‖. It is a closed
subgroup of the unit group GL(H) = B(H)× of the C∗-algebra B(H).

For H = Cn, endowed with the standard scalar product, we also write

Un(C) := {g ∈ GLn(C) : g∗ = g−1} ∼= U(Cn),

and note that
U1(C) = {z ∈ C× = GL(C) : |z| = 1} ∼= T

is the circle group.
(b) If A is a unital C∗-algebra, then its unitary group

U(A) := {g ∈ A : gg∗ = g∗g = 1}

also is a topological group with respect to the norm topology.
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Exercises for Section 1.1

Exercise 1.1.1. Show that, for each n ∈ N, the unitary group

Un(C) = {g ∈ GLn(C) : 1 = g∗g = gg∗}

is compact.

Exercise 1.1.2. Let Cn := {z ∈ C× : zn = 1} denote the group of nth roots of unity
and (π,H) be a unitary representation of Cn. Show that:

(i) Every homomorphism χ : Cn → T is of the form χk(z) = zk for some k ∈ Z.

(ii) The set Ĉn := Hom(Cn,T) is a group with respect to pointwise multiplication
which is isomorphic to Cn.

(iii) Pk := 1
n

∑
z∈Cn z

−kπ(z) is an orthogonal projection onto the common eigenspace

Hk := {v ∈ H : (∀z ∈ Cn)π(z)v = zk}.

(iv) PkPm = 0 for m− k 6∈ nZ.

(v) P0 + P1 + · · ·+ Pk−1 = idH and H = H0 ⊕ · · · ⊕ Hk−1.

Exercise 1.1.3. Show that, for every finite abelian group A, the character group Â :=
Hom(A,T) is isomorphic to A. Hint: Exercise 1.1.2(ii) and the primary decomposition
of A.

Exercise 1.1.4. (Antilinear Isometries) Let H be a complex Hilbert space. Show
that:

(a) There exists an antilinear isometric involution τ on H. Such involutions are called
conjugations. Hint: Use an orthonormal basis (ej)j∈J of H.

(b) A map ϕ : H → H is an antilinear isometry if and only if

〈ϕ(v), ϕ(w)〉 = 〈w, v〉 for v, w ∈ H.

(c) If σ is an antilinear isometric involution of H, then there exists an orthonormal
basis (ej)j∈J fixed pointwise by σ. Hint: Show that Hσ := {v ∈ H : σ(v) = v}
is a real Hilbert space with Hσ ⊕ iHσ = H and pick an ONB in Hσ.

(d) If dimH > 1, then no antilinear involution σ acts trivially on P(H), i.e., there
exists an element v ∈ H with σ(v) 6∈ Cv.

(e) If dimH = 1, then every antilinear isometry σ : H → H is an involution.

Exercise 1.1.5. (Antilinear Isometries) Let H be a complex Hilbert space. Show
that:

(a) In the group AU(H) of semilinear (=linear or antilinear) surjective isometries ofH,
the unitary group U(H) is a normal subgroup of index 2 (cf. Exercise 1.1.4(a)).

(b) Each antilinear isometry ϕ of H induces a map ϕ : P(H) → P(H), [v] 7→ [ϕ(v)]

preserving β([v], [w]) = |〈v,w〉|2
‖v‖2‖w‖2 , i.e.,

β(ϕ[v], ϕ[w]) =
|〈ϕ(v), ϕ(w)〉|2

‖ϕ(v)‖2‖ϕ(w)‖2 = β([v], [w]).
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(c) An element g ∈ U(H) induces the identity on P(H) if and only if g ∈ T1.

(d) If there exists an antilinear isometry inducing the identity on P(H), then dimH = 1.
Hint: Show first that σ2 = 1 (Exercise 1.1.4(e)) and then use Exercise 1.1.4(c).

Exercise 1.1.6. Show that, for the one-dimensional Hilbert space H = C, the group
AU(H) is isomorphic to the group O2(R) of linear isometries of the euclidean plane.

Exercise 1.1.7. Let H be a complex Hilbert space. We endow its unit sphere

S(H) := {v ∈ H : ‖v‖ = 1}

with the metric inherited from H: d(x, y) = ‖x− y‖ and consider the projective space
P(H) as the set of T-orbits in P(H). Show that the corresponding quotient metric on
P(H) satisfies

d([x], [y]) := d(Tx,Ty) =
√

2(1− |〈x, y〉|) ∈ [0,
√

2].

Exercise 1.1.8. Let (vn)n∈N be a sequence in a Hilbert space H which converges
weakly to v, i.e., 〈vn, w〉 → 〈v, w〉 for every w ∈ H, and assume that ‖vn‖ → ‖v‖.
Then we have vn → v.

Exercise 1.1.9. Let G be a topological group. Show that the following assertions
hold:

(i) The left multiplication maps λg : G→ G, x 7→ gx are homeomorphisms.

(ii) The right multiplication maps ρg : G→ G, x 7→ xg are homeomorphisms.

(iii) The conjugation maps cg : G→ G, x 7→ gxg−1 are homeomorphisms.

(iv) The inversion map ηG : G→ G, x 7→ x−1 is a homeomorphism.

Exercise 1.1.10. Let G be a group, endowed with a topology τ . Show that (G, τ) is
a topological group if the following conditions are satisfied:

(i) The left multiplication maps λg : G→ G, x 7→ gx are continuous.

(ii) The inversion map ηG : G→ G, x 7→ x−1 is continuous.

(iii) The multiplication mG : G×G→ G is continuous in (1,1).

Hint: Use (i) and (ii) to derive that all right multiplications and hence all conjugations
are continuous.

Exercise 1.1.11. Let G be a group, endowed with a topology τ . Show that (G, τ) is
a topological group if the following conditions are satisfied:

(i) The left multiplication maps λg : G→ G, x 7→ gx are continuous.

(ii) The right multiplication maps ρg : G→ G, x 7→ xg are continuous.

(iii) The inversion map ηG : G→ G is continuous in 1.

(iv) The multiplication mG : G×G→ G is continuous in (1,1).

Exercise 1.1.12. Show that if (Gi)i∈I is a family of topological groups, then the
product group G :=

∏
i∈I Gi is a topological group with respect to the product topol-

ogy.
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Exercise 1.1.13. Let G and N be topological groups and suppose that the homo-
morphism α : G→ Aut(N) defines a continuous map

G×N → N, (g, n) 7→ αg(n).

Then N ×G is a group with respect to the multiplication

(n, g)(n′, g′) := (nαg(n
′), gg′),

called the semidirect product of N and G with respect to α. It is denoted N oα G.
Show that it is a topological group with respect to the product topology.

A typical example is the group

Mot(H) := H oα U(H)

of affine isometries of a complex Hilbert space H; also called the motion group. In
this case αg(v) = gv and Mot(H) acts on H by α(b,g)v := b + gv (hence the name).
On U(H) we may either use the norm topology or the strong topology. For both we
obtain group topologies on Mot(H) (verify this!) (cf. Exercise 1.2.3 below).

Exercise 1.1.14. Let X be a compact space and A be a Banach algebra. Show that:

(a) The space C(X,A) of A-valued continuous functions on X is a complex asso-
ciative algebra with respect to pointwise multiplication (fg)(x) := f(x)g(x).

(b) ‖f‖ := supx∈X ‖f(x)‖ is a submultiplicative norm on C(X,A) for which C(X,A)
is complete, hence a Banach algebra. Hint: Continuous functions on compact
spaces are bounded and uniform limits of sequences of continuous functions are
continuous.

(c) C(X,A)× = C(X,A×).

(d) If A is a C∗-algebra, then C(X,A) is also a C∗-algebra with respect to the
involution f∗(x) := f(x)∗, x ∈ X.

Exercise 1.1.15. Let A be a Banach algebra over K ∈ {R,C}. If A has no unit, we
cannot directly associate a “unit group” to A. However, there is a natural way to do
that by considering on A the multiplication

x ∗ y := x+ y + xy.

Show that:

(a) The space A+ := A × K is a unital Banach algebra with respect to the multi-
plication

(a, t)(a′, t′) := (aa′ + ta′ + t′a, tt′).

(b) The map η : A → A+, x 7→ (x, 1) is injective and satisfies η(x ∗ y) = η(x)η(y).
Conclude in particular that (A, ∗, 0) is a monoid, i.e., a semigroup with neutral
element 0.

(c) An element a ∈ A is said to be quasi-invertible if it is an invertible element in
the monoid (A, ∗, 0). Show that the set A× of quasi-invertible elements of A is
an open subset and that (A×, ∗, 0) is a topological group.

Exercise 1.1.16. Let X be a locally compact space and A be a Banach algebra. We
say that a continuous function f : X → A vanishes at infinity if, for each ε > 0, there
exists a compact subset K ⊆ X with ‖f(x)‖ ≤ ε for x 6∈ K. We write C0(X,A)
for the set of all continuous A-valued functions vanishing at infinity. Show that all
assertions of Exercise 1.1.14 remain true in this more general context, where (c) has
to be interpreted in the sense of quasi-invertible elements (Exercise 1.1.15).
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1.2 Continuous Unitary Representations

For a topological group G, we only want to consider unitary representations
which are continuous in some sense. Since we have already seen above that
the unitary group U(H) of a Hilbert space is a topological group with respect
to the metric induced by the operator norm, it seems natural to call a unitary
representation π : G → U(H) continuous if it is continuous with respect to the
norm topology on U(H). However, the norm topology on U(H) is very fine, so
that continuity with respect to this topology is a condition which is much too
strong for many applications. We therefore need a suitable weaker topology on
the unitary group.

We start by defining some topologies on the space B(H) of all continuous
operators which are weaker than the norm topology.

Definition 1.2.1. Let H be a Hilbert space. On B(H) we define the weak
operator topology τw as the coarsest topology for which all functions

fv,w : B(H)→ C, A 7→ 〈Av,w〉, v, w ∈ H,

are continuous. We define the strong operator topology τs as the coarsest topol-
ogy for which all maps

B(H)→ H, A 7→ Av, v ∈ H,

are continuous. This topology is also called the topology of pointwise conver-
gence.

Remark 1.2.2. (a) Since

|fv,w(A)− fv,w(B)| = |〈(A−B)v, w〉| ≤ ‖(A−B)v‖ · ‖w‖

by the Cauchy–Schwarz Inequality, the functions fv,w are continuous on B(H)
with respect to the strong operator topology. Therefore the weak operator
topology is weaker (=coarser) than the strong one.

(b) In the weak operator topology all left and right multiplications

λA : B(H)→ B(H), X 7→ AX and ρA : B(H)→ B(H), X 7→ XA

are continuous. Indeed, for v, w ∈ H, we have

fv,w(λA(X)) = 〈AXv,w〉 = fv,A∗w(X),

so that fv,w ◦λA is continuous, and this implies that λA is continuous. Similarly,
we obtain fv,w ◦ ρA = fAv,w, and hence the continuity of ρA.

Proposition 1.2.3. On the unitary group U(H), the weak and the strong op-
erator topology coincide and turn it into a topological group.

We write U(H)s for the topological group (U(H), τs).
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Proof. For v ∈ H and g, h ∈ U(H), we have

‖hv − gv‖2 = ‖hv‖2 + ‖gv‖2 − 2 Re〈hv, gv〉 = 2‖v‖2 − 2 Re〈gv, hv〉
= 2‖v‖2 − 2 Re fv,hv(g).

Therefore the continuity of the function fv,hv implies that the orbit map U(H)→
H, g 7→ gv is continuous in h with respect to the weak operator topology. We
conclude that the weak operator topology on U(H) is finer than the strong one.
Since it is also coarser by Remark 1.2.2, both topologies coincide on U(H).

The continuity of the multiplication in U(H) is most easily verified in the
strong operator topology, where it follows from the estimate

‖g′h′v − ghv‖ = ‖g′(h′ − h)v + (g′ − g)hv‖ ≤ ‖g′(h′ − h)v‖+ ‖(g′ − g)hv‖
= ‖(h′ − h)v‖+ ‖(g′ − g)hv‖.

This expression tends to zero for g′ → g and h′ → h in the strong operator
topology.

The continuity of the inversion follows in the weak topology from the conti-
nuity of the functions

fv,w(g−1) = 〈g−1v, w〉 = 〈v, gw〉 = 〈gw, v〉 = fw,v(g)

for v, w ∈ H and g ∈ U(H).

Remark 1.2.4. (a) If dimH < ∞, then the norm topology and the strong
operator topology coincide on B(H), hence in particular on U(H). In fact,
choosing an orthonormal basis (e1, . . . , en) in H, we represent A ∈ B(H) by the
matrix A = (aij) ∈ Mn(C), where aij = 〈Aej , ei〉 = fej ,ei(A). If Eij ∈ Mn(C)
denote the matrix units, we have A =

∑n
i,j=1 aijEij , so that

‖A‖ ≤
n∑

i,j=1

|aij |‖Eij‖ =

n∑
i,j=1

|fej ,ei(A)|‖Eij‖,

which shows that convergence in the weak topology implies convergence in the
norm topology.

(b) If dimH = ∞, then the strong operator topology on U(H) is strictly
weaker than the norm topology. In fact, let (ei)i∈I be an orthonormal basis of
H. Then I is infinite, so that we may w.l.o.g. assume that N ⊆ I. For each
n, we then define the unitary operator gn ∈ U(H) by gnei := (−1)δinei. For
n 6= m, we then have

‖gn − gm‖ ≥ ‖(gn − gm)en‖ = ‖ − 2en‖ = 2,

and

〈gnv, w〉 − 〈v, w〉 = 〈gnv − v, w〉 = 〈−2〈v, en〉en, w〉 = −2〈v, en〉〈en, w〉 → 0

implies that limn→∞ gn = 1 in the weak operator topology.
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Definition 1.2.5. Let H be a complex Hilbert space and G a topological group.
A continuous homomorphism

π : G→ U(H)s

is called a (continuous) unitary representation of G. We often denote unitary
representations as pairs (π,H). In view of Proposition 1.2.3, the continuity
of π is equivalent to the continuity of all the representative functions (matrix
coefficients)

πv,w : G→ C, πv,w(g) := 〈π(g)v, w〉.

A representation (π,H) is called norm continuous, if it is continuous with
respect to the operator norm on U(H). Clearly, this condition is stronger (Ex-
ercise 1.2.4).

Here is a convenient criterion for the continuity of a unitary representation:

Lemma 1.2.6. A unitary representation (π,H) of the topological group G is
continuous if and only if there exists a total subset E ⊆ H (i.e., spanE is dense)
such that the functions πv,w are continuous for v, w ∈ E.

Proof. The condition is clearly necessary because we may take E = H.
To see that it is also sufficient, we show that all functions πv,w, v, w ∈ H,

are continuous (Proposition 1.2.3). If F := spanE, then all functions πv,w,
v, w ∈ F , are continuous because the space C(G,C) of continuous functions on
G is a vector space.

Let v, w ∈ H and vn → v, wn → w with vn, wn ∈ F . We claim that the
sequence πvn,wn converges uniformly to πv,w, which then implies its continuity.
In fact, for each g ∈ G, we have

|πvn,wn(g)− πv,w(g)| = |〈π(g)vn, wn〉 − 〈π(g)v, w〉|
= |〈π(g)(vn − v), wn〉 − 〈π(g)v, w − wn〉|
≤ ‖π(g)(vn − v)‖‖wn‖+ ‖π(g)v‖‖w − wn‖
= ‖vn − v‖‖wn‖+ ‖v‖‖w − wn‖ → 0.

Example 1.2.7. If (ej)j∈J is an orthonormal basis of H, then E := {ej : j ∈ J}
is a total subset. We associate to A ∈ B(H) the matrix (ajk)j,k∈J , defined by

ajk := 〈Aek, ej〉,

so that
A
∑
k∈J

xkek =
∑
j∈J

(∑
k∈J

ajkxk

)
ej .

Now Lemma 1.2.6 asserts that a unitary representation (π,H) of G is con-
tinuous if and only if all matrix coefficients

πjk(g) := 〈π(g)ek, ej〉 = πek,ej (g)
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are continuous. These functions are the entries of π(g), considered as a (J ×J)-
matrix.

For H = Cn, we have U(H) ∼= Un(C), and the preceding argument show
that a unitary representation π : G→ Un(C) is continuous if and only if all the
functions πij : G → C defined by the matrix entries π(g) = (πij(g))1≤i,j≤n are
continuous.

To deal with unitary group representations, we shall frequently have to deal
with representations of more general structures, called involutive semigroups.

Definition 1.2.8. (a) A pair (S, ∗) of a semigroup S and an involutive antiau-
tomorphism s 7→ s∗ is called an involutive semigroup. Then we have (st)∗ = t∗s∗

for s, t ∈ S and (s∗)∗ = s.
(b) If, in addition, S carries a topology τ for which involution and multipli-

cation are continuous, then (S, ∗, τ) is called a topological involutive semigroup.

Example 1.2.9. (a) Any abelian (topological) semigroup S becomes an invo-
lutive (topological) semigroup with respect to s∗ := s.

(b) If G is a (topological) group and g∗ := g−1, then (G, ∗) is an involutive
(topological) semigroup.

(c) An example of particular interest is the multiplicative semigroup S =
(B(H), ·) of bounded operators on a complex Hilbert spaceH (Example 1.1.12(a)).

Definition 1.2.10. (a) A representation (π,H) of the involutive semigroup
(S, ∗) is a homomorphism π : S → B(H) of semigroups satisfying π(s∗) = π(s)∗

for each s ∈ S.
(b) A representation (π,H) of (S, ∗) is called non-degenerate, if π(S)H spans

a dense subspace of H. This is in particular the case if 1 ∈ π(S).
(c) A representation (π,H) is called cyclic if there exists a v ∈ H for which

π(S)v spans a dense subspace of H.
(d) A representation (π,H) is called irreducible if H 6= {0} and {0} and H

are the only closed π(S)-invariant subspaces of H.

Example 1.2.11. If G is a group with g∗ = g−1, then the representations of
the involutive semigroup (G, ∗) mapping 1 ∈ G to 1 ∈ B(H), are precisely the
unitary representations of G. All unitary representations of groups are non-
degenerate since π(1) = 1.

Exercises for Section 1.2

Exercise 1.2.1. Let H be a Hilbert space. Show that:

(a) The involution ∗ B(H) is continuous with respect to the weak operator topology.

(b) On every bounded subset K ⊆ B(H) the multiplication (A,B) 7→ AB is contin-
uous with respect to the strong operator topology.

(c) On the unit sphere S := {x ∈ H : ‖x‖ = 1} the norm topology coincides with
the weak topology.
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Exercise 1.2.2. Suppose that dimH =∞. Show that the unit sphere S(H) is dense
in the closed unit ball B ⊆ H with respect to the weak topology, which is the coarsest
topology for which all functions fv = 〈·, v〉 : B → C, v ∈ H are continuous.

Exercise 1.2.3. Let H be a Hilbert space and U(H)s its unitary group, endowed with
the strong (=weak) operator topology. Show that the action map

σ : U(H)s ×H → H, (g, v) 7→ gv

is continuous. Conclude that every continuous unitary representation (π,H) of a
topological group G defines a continuous action of G on H by g.v := π(g)v.

Exercise 1.2.4. Let (an)n∈N be a sequence of real numbers. Show that we obtain a
continuous unitary representation of G = (R,+) on H = `2(N,C) by

π(t)x = (eita1x1, e
ita2x2, . . .).

Show further that, if the sequence (an) is unbounded, then π is not norm continuous.
Is it norm continuous if the sequence (an) is bounded?

Exercise 1.2.5. Let (π,H) be a representation of an involutive semigroup (S, ∗).
Show that:

(a) (π,H) is non-degenerate if and only if π(S)v ⊆ {0} implies v = 0.

(b) Show that (π,H) is an orthogonal direct sum of a non-degenerate representation
and a zero representation (ζ,K), i.e., ζ(S) = {0}.

Exercise 1.2.6. Let (π,H) be a representation of the involutive semigroup (G, ηG),
where G is a group. Show that:

(a) (π,H) is non-degenerate if and only if π(1) = 1.

(b) H = H0 ⊕H1, where Hj = ker(η(1)− j1), is an orthogonal direct sum.

Exercise 1.2.7. (A topology on the isometry group of a metric space) Let (X, d) be
a metric space and Aut(X, d) be the group of automorphisms of (X, d), i.e., the group
of bijective isometries. Show that the coarsest topology on Aut(X, d) for which all
functions

fx : Aut(X, d)→ R, fx(g) := d(gx, x)

are continuous turns Aut(X, d) into a topological group and that the action
σ : Aut(X, d) × X → X, (g, x) 7→ gx is continuous (cf. Exercise 1.2.3 and Proposi-
tion 1.2.3).

Exercise 1.2.8. Let E ⊆ H be a dense subspace. Show that on every bounded subset
B ⊆ B(H) the weak operator topology is the coarsest topology for which all functions

fv,w : B → C, v, w ∈ E,

are continuous.
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1.3 Discrete Decomposition and Direct Sums

One major goal of the theory of unitary representations is to decompose a
unitary representation into simpler pieces. The first basic observation is that,
for any closed invariant subspace K ⊆ H, its orthogonal complement is also
invariant, so that we obtain a decomposition into the two subrepresentations
on K and K⊥. The next step is to iterate this process whenever either K of
K⊥ is not irreducible. This method works well if H is finite dimensional, but in
general it may not lead to a decomposition into irreducible pieces. However, we
shall apply this strategy to show at least that every unitary representation is a
direct sum of cyclic ones.

We start with the discussion of invariant subspaces.

Lemma 1.3.1. Let K ⊆ H be a closed subspace, P ∈ B(H) be the orthogonal
projection on K and S ⊆ B(H) be a ∗-invariant subset. Then the following are
equivalent

(i) K is S-invariant.

(ii) K⊥ is S-invariant.

(iii) P commutes with S.

Proof. (i) ⇒ (ii): If w ∈ K⊥ and v ∈ K, we have for any s ∈ S the relation
〈sw, v〉 = 〈w, s∗v〉 = 0 because s∗v ∈ SK ⊆ K.

(ii) ⇒ (iii): First we observe that the same argument as above implies that
the invariance of K⊥ entails the invariance of K = (K⊥)⊥.

We write v = v0 + v1, according to the decomposition H = K ⊕ K⊥. Then
we have for any s ∈ S:

sPv = sv0 = Psv0 = P (sv0 + sv1) = Psv,

so that P commutes with S.
(iii) ⇒ (i) follows from the fact that K = ker(P − 1) is an eigenspace of P ,

hence invariant under every operator commuting with P .

We record an important consequence for ∗-representations:

Proposition 1.3.2. If (π,H) is a continuous representation of the topological
involutive semigroup (S, ∗) and H1 ⊆ H a closed invariant subspace, then H2 :=
H⊥1 is also invariant.

Writing elements of B(H) according to the decomposition H = H1 ⊕ H2

as matrices

(
a b
c d

)
with a ∈ B(H1), b ∈ B(H2,H1), c ∈ B(H1,H2) and

d ∈ B(H2) (Exercise 1.3.8), we then have

π(s) =

(
π1(s) 0

0 π2(s)

)
,

where (πi,Hi), i = 1, 2, are continuous representations.
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Proof. The invariance of H2 follows from Lemma 1.3.1 because π(S) ⊆ B(H)

is ∗-invariant. Therefore πj(s) := π(s)|HjHj is a bounded operator for each s ∈ S
and we obtain two representations (πj ,Hj) of (S, ∗). Their continuity follows
immediately from the continuity of (π,H).

Definition 1.3.3. (a) If (π,H) is a representation of (S, ∗) and K ⊆ H a closed
S-invariant subspace, then ρ(s) := π(s)|KK defines a representation (ρ,K) which
is called a subrepresentation of (π,H).

(b) If (π,H) and (ρ,K) are representations of (S, ∗), then a bounded operator
A : K → H satisfying

A ◦ ρ(s) = π(s) ◦A for all s ∈ S

is called an intertwining operator. We write BS(K,H) for the set of all in-
tertwining operators. It is a closed subspace of the Banach space B(K,H)
(Exercise 1.3.9).

(c) Two representations (π,H) and (ρ,K) of (S, ∗) are said to be equivalent if
there exists a unitary intertwining operator A : K → H. It is easy to see that this
defines indeed an equivalence relation on the class of all unitary representations.
We write [π] for the equivalence class of the representation (π,H).

To understand the decomposition of representations into smaller pieces, we
also need infinite “direct sums” of representations, hence the concept of a direct
sum of Hilbert spaces which in turn requires the somewhat subtle concept of
summability in Banach spaces.

Definition 1.3.4. Let I be a set and X a Banach space. Then a family (xi)i∈I
is called summable to x ∈ X if, for every ε > 0, there exists a finite subset
Iε ⊆ I with the property that, for every finite subset F ⊇ Iε, we have∥∥∥∑

i∈F
xi − x

∥∥∥ < ε.

If (xi)i∈I is summable to x, we write x =
∑
i∈I xi.

1

Remark 1.3.5. (a) Note that, for I = N, the summability of a family (xn)n∈N
in a Banach space X is stronger than the convergence of the series

∑∞
n=1 xn.

In fact, if x =
∑
n∈N xn holds in the sense of summability and Nε ⊆ N is a

finite subset with the property that, for every finite subset F ⊇ Nε, we have
‖
∑
n∈F xn − x‖ < ε, then we have for N > maxNε in particular

∥∥∥ N∑
n=1

xn − x
∥∥∥ < ε,

1This can also be formulated in terms of convergence of nets. First we order the set
I := {F ⊆ I : |F | < ∞} of finite subsets of I by set inclusion, so that F 7→

∑
i∈F xi is a net

in X, called the net of partial sums. Then the summability of (xi)i∈I in X is equivalent to
the convergence of this net in X.
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showing that the series
∑∞
n=1 xn converges to x.

(b) If, conversely, the series
∑∞
n=1 xn converges absolutely to some x ∈ X and

ε > 0, then there exists an N ∈ N with
∑∞
n=N ‖xn‖ < ε. With Nε := {1, . . . , N}

we then find for every finite superset F ⊇ Nε that

‖x−
∑
n∈F

xn‖ ≤
∑

n∈N\F

‖xn‖ ≤
∑
n>N

‖xn‖ < ε.

Therefore we also have x =
∑
n∈N xn in the sense of summability.

(c) For X = R and I = N, summability of (xn)n∈N implies in particular
convergence of all reordered series

∑∞
n=1 xσ(n), where σ : N → N is a bijection.

Therefore Riemann’s Reordering Theorem shows that summability implies ab-
solute convergence.

(d) If (xi)i∈I is a family in R+ = [0,∞[, then the situation is much simpler.
Here summability is easily seen to be equivalent to the existence of the supre-
mum of the set F := {

∑
i∈F xi : F ⊆ I, |F | <∞} of all finite partial sums, and

in this case
∑
i∈I xi = supF .

Lemma 1.3.6. Let (Hj)j∈J be a family of Hilbert spaces and

H :=
{

(xj)j∈J ∈
∏
j∈J
Hj :

∑
j∈J
‖xj‖2 <∞

}
.

Then H is a Hilbert space with respect to the scalar product

〈(xj)j∈J , (yj)j∈J〉 =
∑
j∈J
〈xj , yj〉.

Proof. First we show that H is a linear subspace of the complex vector space∏
j∈J Hj , in which we define addition and scalar multiplication componentwise.

Clearly, H is invariant under multiplication with complex scalars. For a, b ∈ Hj ,
the parallelogram identity

‖a+ b‖2 + ‖a− b‖2 = 2‖a‖2 + 2‖b‖2

(Exercise) implies that

‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2).

For x = (xj)j∈J , y = (yj)j∈J ∈ H, we therefore obtain∑
j∈J
‖xj + yj‖2 ≤ 2

∑
j∈J
‖xj‖2 + 2

∑
j∈J
‖yj‖2 <∞.

This shows that x+ y ∈ H, so that H is indeed a linear subspace.
For x, y ∈ H, the polarization identity

〈x, y〉 =
1

4

3∑
k=0

ik‖x+ iky‖2
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(Exercise 1.3.2(i)) and x± y, x± iy ∈ H imply that the sum

〈x, y〉 =
∑
j∈J
〈xj , yj〉

exists. For 0 6= x, some xi is non-zero, so that 〈x, x〉 ≥ 〈xi, xi〉 > 0. It is a
trivial verification that 〈·, ·〉 is a hermitian form. Therefore H, endowed with
〈·, ·〉, is a pre-Hilbert space.

It remains to show that it is complete. This is proved in the same way as the
completeness of the space `2 of square-summable sequences, which is the special
case J = N and Hj = C for each j ∈ J . Let (xn)n∈N be a Cauchy sequence
in H. Then ‖xnj − xmj ‖ ≤ ‖xn − xm‖ holds for each j ∈ J , so that (xnj )n∈N is
a Cauchy sequence in Hj . Now the completeness of the spaces Hj imply the
existence of elements xj ∈ Hj with xnj → xj . For every finite subset F ⊆ J , we
then have∑

j∈F
‖xj‖2 = lim

n→∞

∑
j∈F
‖xnj ‖2 ≤ lim

n→∞

∑
j∈J
‖xnj ‖2 = lim

n→∞
‖xn‖2,

which exists because (xn)n∈N is a Cauchy sequence. This implies that x :=
(xj)j∈J ∈ H with ‖x‖2 ≤ limn→∞ ‖xn‖2.

Finally, we show that xn → x holds in H. So let ε > 0 and Nε ∈ N with
‖xn − xm‖ ≤ ε for n,m ≥ Nε. For a finite subset F ⊆ J , we then have∑

j∈F
‖xj − xnj ‖2 = lim

m→∞

∑
j∈F
‖xmj − xnj ‖2 ≤ lim

m→∞
‖xm − xn‖2 ≤ ε2

for n ≥ Nε. We therefore obtain

‖x− xn‖2 = sup
F⊆J,|F |<∞

∑
j∈F
‖xj − xnj ‖2 ≤ ε2.

This implies that xn → x in H, and thus H is complete.

Definition 1.3.7. For a family of (Hj)j∈J of Hilbert spaces, we define⊕̂
j∈J
Hj :=

{
(xj)j∈J ∈

∏
j∈J
Hj :

∑
j∈J
‖xj‖2 <∞

}
with the scalar product from Lemma 1.3.6. We call this space the Hilbert space
direct sum of the spaces (Hj)j∈J . This space is larger than the direct vector

space sum of the Hj , which is a dense subspace of
⊕̂

j∈JHj (Exercise). In the
following we always identify Hi with the subspace

Hi ∼= {(xj)j∈J : (∀j 6= i) xj = 0}.

Note that the requirement that (‖xj‖2)j∈J is summable implies in particu-
lar that, for each x ∈ H, only countably many xj are non-zero, even if J is
uncountable (Exercise 1.3.4).
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Example 1.3.8. (a) If Hj = C for each j ∈ J , we also write

`2(J,C) :=
⊕̂

j∈J
C =

{
(xj)j∈J ∈ CJ :

∑
j∈J
|xj |2 <∞

}
.

On this space we have

〈x, y〉 =
∑
j∈J
〈xj , yj〉 and ‖x‖2 =

∑
j∈J
|xj |2.

For J = {1, . . . , n}, we obtain in particular the Hilbert space

Cn ∼= `2({1, . . . , n},C).

(b) If all Hilbert spaces Hj = K are equal, we put

`2(J,K) :=
⊕̂

j∈J
K =

{
(xj)j∈J ∈ KJ :

∑
j∈J
‖xj‖2 <∞

}
.

On this space we also have

〈x, y〉 =
∑
j∈J
〈xj , yj〉 and ‖x‖2 =

∑
j∈J
‖xj‖2.

Proposition 1.3.9. Let (πj ,Hj)j∈J be a family of continuous unitary repre-
sentation of G. Then

π(g)(vj)j∈J :=
(
πj(g)vj)j∈J

defines on H :=
⊕̂

j∈JHj a continuous unitary representation.

The representation (π,H) is called the direct sum of the representations πj,
j ∈ J . It is also denoted π =

∑
j∈J πj .

Proof. Since all operators πj(g) are unitary, we have∑
j∈J
‖πj(g)vj‖2 =

∑
j∈J
‖vj‖2 <∞ for v = (vj)j∈J ∈ H.

Therefore each π(g) defines a unitary operator on H (cf. Exercise 1.3.1) and we
thus obtain a unitary representation (π,H) of G because each πj is a unitary
representation.

To see that it is continuous, we use Lemma 1.2.6, according to which it
suffices to show that, for v ∈ Hi and w ∈ Hj , the function

πv,w(g) = 〈π(g)v, w〉 = δij〈πj(g)v, w〉

is continuous, which immediately follows from the continuity of the representa-
tions πj .
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As we have seen in the introduction for the translation action of R on L2(R),
we cannot expect in general that a unitary representation decomposes into ir-
reducible ones, but the following proposition is often a useful replacement.

Proposition 1.3.10. Every non-degenerate representation (π,H) of a involu-
tive semigroup (S, ∗) is a direct sum of cyclic subrepresentations (πj ,Hj)j∈J .

Proof. The proof is a typical application of Zorn’s Lemma. We order the set
M of all sets (Hj)j∈J of mutually orthogonal closed S-invariant subspaces on
which the representation is cyclic by set inclusion. Each chain K in this ordered
space has an upper bound given by the union

⋃
K ∈ M. Now Zorn’s Lemma

yields a maximal element (Hj)j∈J in M.

Let K :=
∑
j∈J Hj . Since eachHj is S-invariant and each π(s) is continuous,

K is also S-invariant. In view of Proposition 1.3.2, the orthogonal complement
K⊥ is also S-invariant. If K⊥ is non-zero, we pick 0 6= v ∈ K⊥. Then C :=
spanπ(S)v is a closed S-invariant subspace. We claim that v ∈ C, which implies
that the representation on C is cyclic. To this end, we write v = v0 + v1 with
v1 ∈ C and v0⊥C. Since C⊥ is also S-invariant, we have

C 3 π(s)v = π(s)v0︸ ︷︷ ︸
∈C⊥

+π(s)v1︸ ︷︷ ︸
∈C

,

so that π(s)v0 = 0 for every s ∈ S. Since (π,H) is non-degenerate, it follows
that v0 = 0 (Exercise 1.2.5). This shows that the representation on C is cyclic.
Therefore C, together with (Hj)j∈J is an orthogonal family of S-cyclic subspaces.
This contradicts the maximality of (Hj)j∈J . We thus obtain K⊥ = {0}, which
proves that K = H.

Finally, we note that the mutual orthogonality of the spaces Hj implies the
existence of a map

Φ:
⊕̂

j∈J
Hj → H, Φ(x) :=

∑
j∈J

xj

which is easily seen to be isometric (Exercise 1.3.7). Since its range is dense and
complete, it is also surjective. Moreover, π(s)Φ((xj)) = Φ((πj(s)xj)) implies
that Φ is an equivalence of representations.

Corollary 1.3.11. Every non-degenerate continuous unitary representation
(π,H) of a topological group G is a direct sum of cyclic subrepresentations
(πj ,Hj)j∈J .

Proposition 1.3.12. Every finite dimensional representation (π,H) of an in-
volutive semigroup (S, ∗) is a direct sum of irreducible representations.

Proof. This is proved easily by induction on dimH. If dimH ≤ 1, there is
nothing to show. Suppose that dimH = d > 0 and that the assertion is
true for representations of dimension < d. Let K ⊆ H be a minimal S-
invariant subspace. Then the representation πK of S on K is irreducible and
H = K ⊕ K⊥ is an S-invariant decomposition (Proposition 1.3.2). Using the
induction hypothesis on the representation on K⊥, the assertion follows.
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Corollary 1.3.13. If G is a finite group, then each unitary representation
(π,H) of G is a direct sum of irreducible representations (πj ,Hj)j∈J .

Proof. First we use Proposition 1.3.10 to decompose π as a direct sum of cyclic
representations πj . Hence it suffices to show that each cyclic representation is
a direct sum of irreducible ones. Since G is finite, each cyclic representation is
finite dimensional, so that the assertion follows from Proposition 1.3.12.

The preceding corollary remains true for representations of compact groups:

Theorem 1.3.14. (Fundamental Theorem on Unitary Representations of Com-
pact Groups—Abstract Peter–Weyl Theorem) If (π,H) is a continuous unitary
representation of the compact group G, then (π,H) is a direct sum of irreducible
representations and all irreducible representations of G are finite dimensional.

In view of Corollary 1.3.11, the main point of the proof of this theorem is
to show that every cyclic representation contains a finite dimensional invariant
subspace. This can be derived from the existence of an invariant probability
measure on a compact group (Haar measure), the theory of compact opera-
tors, and the Spectral Theorem for compact selfadjoint operators. We refer to
Appendix A.4 for more details.

Exercises for Section 1.3

Exercise 1.3.1. Let A : H1 → H2 be an isometric linear map between two Hilbert
spaces. Show that A is unitary if A(H1) is dense in H2. Hint: Subsets of complete
metric spaces are complete if and only if they are closed.

Exercise 1.3.2. Let b : V × V → C be a sesquilinear form on the complex vector
space V , i.e., b is linear in the first argument and antilinear in the second.

(i) Show that b satisfies the polarization identity which permits to recover all values
of b from those on the diagonal:

b(x, y) =
1

4

3∑
k=0

ikb(x+ iky, x+ iky).

(ii) Show also that, if b is positive semidefinite, then it satisfies the Cauchy–Schwarz
inequality:

|b(x, y)|2 ≤ b(x, x)b(y, y) for v, w ∈ V.

Exercise 1.3.3. Show that a unitary representation (π,H) of a topological group G
is continuous if and only if there exists a dense subspace D ⊆ H such that all the
functions

πv(g) := 〈π(g)v, v〉, v ∈ D
are continuous. Hint: Apply the polarization identity to the map (v, w) 7→ πv,w.

Exercise 1.3.4. Show that, for each summable family (xj)j∈J in the Banach space
X, the set

J× = {j ∈ J : xj 6= 0}
is countable, and that, if J× = {jn : n ∈ N} is an enumeration of J×, then

∑
j∈J xj =∑∞

n=1 xjn . Hint: Show that each set Jn := {j ∈ J : ‖xj‖ > 1
n
} is finite.
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Exercise 1.3.5. Show that, for an orthogonal family (xj)j∈J in the Hilbert space H,
the following are equivalent:

(i) (xj)j∈J is summable.

(ii) (‖xj‖2)j∈J is summable in R.

Show further that, if this is the case, then
∥∥∑

j∈J xj
∥∥2

=
∑
j∈J ‖xj‖

2 and the set
{j ∈ J : xj 6= 0} is countable.

Exercise 1.3.6. Show that for an orthonormal family (xj)j∈J in the Hilbert space
H, the following assertions hold:

(i) (∀x ∈ H)
∑
j∈J |〈xj , x〉|

2 ≤ ‖x‖2 (Bessel inequality).

(ii) x =
∑
j∈J〈x, xj〉xj holds if and only if

∑
j∈J |〈x, xj〉|

2 = ‖x‖2 (Parseval equal-
ity).

Exercise 1.3.7. Let (Hj)j∈J be an orthogonal family of closed subspaces of the

Hilbert space H. Show that, for each x = (xj)j∈J ∈
⊕̂
Hj , the sum Φ(x) :=

∑
j∈J xj

converges in H and that Φ:
⊕̂

j∈JHj → H, (xj)j∈J 7→
∑
j∈J xj defines an isometric

embedding (cf. Exercise 1.3.5).

Exercise 1.3.8. Let V be a vector space which is the direct sum

V = V1 ⊕ · · · ⊕ Vn

of the subspaces Vi, i = 1, . . . , n. Accordingly, we write v ∈ V as a sum v = v1+· · ·+vn
with vi ∈ V . To each ϕ ∈ End(V ) we associate the map ϕij ∈ Hom(Vj , Vi), defined
by ϕij(v) = ϕ(v)i for v ∈ Vj . Show that

(a) ϕ(v)i =
∑n
j=1 ϕij(vj) for v =

∑n
j=1 vj ∈ V .

(b) The map

Γ:

n⊕
i,j=1

Hom(Vj , Vi)→ End(V ), Γ((ψij))(v) :=

n∑
i,j=1

ψij(vj)

is a linear isomorphism. In this sense we may identify endomorphisms of V with
(n× n)-matrices with entries in Hom(Vj , Vi) in position (i, j).

(c) If V is a Banach space and each Vi is a closed subspace, then the map

S : V1 × · · · × Vn → V, (v1, . . . , vn) 7→
n∑
i=1

vi

is a homeomorphism. Moreover, a linear endomorphism ϕ : V → V is continuous
if and only if each ϕij is continuous. Hint: For the first assertion use the Open
Mapping Theorem. Conclude that if ιi : Vi → V denotes the inclusion map
and pj : V → Vj the projection map, then both are continuous. Then use that
ϕij = pi ◦ ϕ ◦ ηj .

Exercise 1.3.9. Let (π,H) and (ρ,K) be unitary representations of G. Show that
the space BG(K,H) of all intertwining operators is a closed subspace of the Banach
space B(K,H)

Exercise 1.3.10. Let G be a group. Show that:
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(a) Each unitary representation (π,H) of G is equivalent to a representation
(ρ, `2(J,C)) for some set J . Therefore it makes sense to speak of the set of
equivalence classes of representations with a fixed Hilbert dimension.

(b) Two unitary representations πj : G→ U(H), j = 1, 2, are equivalent if and only
if there exists a unitary operator U ∈ U(H) with

π2(g) = Uπ1(g)U−1 for each g ∈ G.

Therefore the set of equivalence classes of unitary representations of G on H is
the set of orbits of the action of U(H) on the set Hom(G,U(H)) for the action
(U ∗ π)(g) := Uπ(g)U−1.

Exercise 1.3.11. Let V be a K-vector space and A ∈ End(V ). We write Vλ(A) :=
ker(A− λ1) for the eigenspace of A corresponding to the eigenvalue λ and V λ(A) :=⋃
n∈N ker(A−λ1)n for the generalized eigenspace of A corresponding to λ. Show that,

if A,B ∈ End(V ) commute, then

BV λ(A) ⊆ V λ(A) and BVλ(A) ⊆ Vλ(A)

holds for each λ ∈ K.



Chapter 2

The Commutant of a
Representation

In this chapter we turn to finer information on unitary representations, resp.,
representations of involutive semigroups. We have already seen in Lemma 1.3.1
that for a representation (π,H) of an involutive semigroup (S, ∗), a closed sub-
space K of H is invariant if and only if the corresponding orthogonal projection
PK onto K belongs to the subalgebra

π(S)′ := BS(H) = {A ∈ B(H) : (∀s ∈ S)Aπ(s) = π(s)A}.

This algebra is called the commutant of π(S) and since its hermitian projections
are in one-to-one correspondence with the closed invariant subspaces of H, it
contains all information on how the representation (π,H) decomposes.

A key result in this context is Schur’s Lemma, asserting that π(S)′ = C1 if
and only if (π,H) is irreducible. Its proof uses a result on C∗-algebras that can
be found in Appendix A.3.

2.1 Commutants and von Neumann algebras

Definition 2.1.1. For a subset S ⊆ B(H), we define the commutant by

S′ := {A ∈ B(H) : (∀s ∈ S) sA = As}.

If (π,H) is a representation of an involutive semigroup S, then π(S)′ =
BS(H,H) is called the commutant of (π,H). It coincides with the space of
self-intertwining operators of the representation (π,H) with itself (cf. Defini-
tion 1.3.3).

Lemma 2.1.2. For subsets E,F ⊆ B(H), we have:

(i) E ⊆ F ′ ⇔ F ⊆ E′.

27
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(ii) E ⊆ E′′.

(iii) E ⊆ F ⇒ F ′ ⊆ E′.

(iv) E′ = E′′′.

(v) E = E′′ if and only if E = F ′ holds for some subset F ⊆ B(H).

Proof. (i) is trivial.
(ii) In view of (i), this is equivalent to E′ ⊆ E′, hence trivial.
(iii) is also trivial.
(iv) From (ii) we get E′ ⊆ (E′)′′ = E′′′. Moreover, (ii) and (iii) imply

E′′′ ⊆ E′.
(v) If E = F ′, then E′′ = F ′′′ = F ′ = E is a consequence of (iv). The

converse is trivial,

Lemma 2.1.3. The commutant E′ of a subset E ⊆ B(H) has the following
properties:

(i) If E is commutative, then so is E′′.

(ii) E′ is a subalgebra of B(H) which is closed in the weak operator topology,
hence in particular norm-closed.

(iii) If E∗ = E, then E′ is also ∗-invariant, hence in particular a C∗-subalgebra
of B(H).

Proof. (i) That E is commutative is equivalent to E ⊆ E′, but this implies
E′′ ⊆ E′ = E′′′ (Lemma 2.1.2(iv)), which means that E′′ is commutative.

(ii) Clearly E′ is a linear subspace closed under products, hence a subalgebra
of B(H). To see that E′ is closed in the weak operator topology, let v, w ∈ H
and B ∈ E. For A ∈ B(H) we then have

fv,w(AB −BA) = 〈ABv,w〉 − 〈BAv,w〉 = (fBv,w − fv,B∗w)(A),

which leads to
E′ =

⋂
v,w∈H,B∈E

ker(fBv,w − fv,B∗w),

which is subspace of B(H) that is closed in the weak operator topology.
(iii) If A ∈ E′ and B ∈ E, then

A∗B −BA∗ = (B∗A−AB∗)∗ = 0

follows from B∗ ∈ E. Therefore E′ is ∗-invariant. Since it is in particular norm
closed by (ii), E′ is a C∗-subalgebra of B(H).

Definition 2.1.4. A unital ∗-subalgebra A ⊆ B(H) is called a von Neumann
algebra if A = A′′.

A von Neumann algebra A is called a factor if its center

Z(A) := {z ∈ A : (∀a ∈ A) az = za}
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is trivial, i.e., Z(A) = C1. Factors are the building blocks of general von Neu-
mann algebras, and there is a well-developed decomposition theory according
to which any von Neumann algebra is a so-called “direct integral” of factors
(cf. [Dix69]). The classification theory of factors is an important branch of
noncommutative geometry (cf. [Co94]).

Remark 2.1.5. (a) In view of Lemma 2.1.3, any von Neumann algebra A is
closed in the weak operator topology.

(b) For every ∗-invariant subset E ⊆ B(H), the commutant E′ is a von
Neumann algebra because it is also ∗-invariant and E′′′ = E′ (Lemma 2.1.2).
In particular, for any von Neumann algebra A, the commutant A′ is also a von
Neumann algebra.

(c) Clearly, the center Z(A) of a von Neumann algebra can also be written
as

Z(A) = A ∩A′ = A′′ ∩ A′ = Z(A′).

In particular, A is a factor if and only if its commutant A′ is a factor. Note
that Z(A) = (A ∪A′)′ also is a von Neumann algebra.

Example 2.1.6. The full algebra A = B(H) is a von Neumann algebra. In
this case A′ = C1 (Exercise 2.2.1), which implies that B(H) is a factor.

2.2 Schur’s Lemma and some Consequences

The fact that commutants are always C∗-algebras is extremely useful in repre-
sentation theory. We now use the results on commutative C∗-algebras explained
in Appendix A.3.

Theorem 2.2.1. (Schur’s Lemma) A representation (π,H) of an involutive
semigroup is irreducible if and only if its commutant is trivial, i.e., π(S)′ = C1.

Proof. If (π,H) is not irreducible and K ⊆ H is a proper closed invariant sub-
space, then the orthogonal projection P onto K commutes with π(S)
(Lemma 1.3.1) and P 6∈ C1. Therefore π(S)′ 6= C1 if π is not irreducible.

Suppose, conversely, that π(S)′ 6= C1. Then Corollary A.3.3 applies to the
C∗-algebra π(S)′ (Lemma 2.1.3), so that there exist non-zero commuting A,B ∈
π(S)′ with AB = 0. Then K := A(H) is a non-zero closed subspace invariant
under π(S) and satisfying BK = {0}. Therefore (π,H) is not irreducible.

For a version of Schur’s Lemma for real Hilbert spaces, asserting that in this
case the commutant is one of the skew fields R, C of H, we refer to [SV02].

Corollary 2.2.2. Every irreducible representation (π,H) of a commutative in-
volutive semigroup (S, ∗) is one-dimensional.

Proof. If S is commutative, then π(S) ⊆ π(S)′. If (π,H) is irreducible, then
π(S)′ = C1 by Schur’s Lemma, and therefore π(S) ⊆ C1, so that the irre-
ducibility further implies dimH = 1.
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Corollary 2.2.3. Suppose that (π,H) is an irreducible representation of an
involutive semigroup and (ρ,K) any representation of (S, ∗). If BS(H,K) 6=
{0}, then (π,H) is equivalent to a subrepresentation of (ρ,K). In particular,
BS(H,K) = 0 if both representations are irreducible and non-equivalent.

Proof. Let A ∈ BS(H,K) be a non-zero intertwining operator. Then A∗A ∈
BS(H) = π(S)′ = C1 by Schur’s Lemma. If this operator is non-zero, then
〈A∗Av, v〉 = ‖Av‖2 ≥ 0 for v ∈ H implies that A∗A = λ1 for some λ > 0.
Then B := λ−1/2A is another intertwining operator with B∗B = 1. Hence
B : H → K is an isometric embedding. In particular, its image K0 is a closed
non-zero invariant subspace on which the representation induced by ρ is equiv-
alent to (π,H).

Corollary 2.2.4. If (π,H) is a representation of an involutive semigroup and
H1,H2 ⊆ H are non-equivalent irreducible subrepresentations, then H1⊥H2.

Proof. Let P : H → H1 denote the orthogonal projection onto H1. Since H1

is invariant under π(S), Lemma 1.3.1 implies that P ∈ BS(H,H1). Hence
P |H2

∈ BS(H2,H1) = {0} by Corollary 2.2.3. This means that H1⊥H2.

At this point it is natural to observe that any representation (π,H) of an
involutive semigroup S decomposes naturally into a discrete part (πd,Hd) which
is a direct sum of irreducible ones and a continuous part (πc,Hc) which does
not contain any irreducible subrepresentations.

Proposition 2.2.5. (Maximal discrete subrepresentation) Let (π,H) be a rep-
resentation of the involutive semigroup S on H and Hd ⊆ H be the closed
subspace generated by all irreducible subrepresentations. Then the following as-
sertions hold:

(i) Hd is S-invariant and the representation (πd,Hd) of S is a direct sum of
irreducible ones.

(ii) The orthogonal space Hc := H⊥d carries a representation (πc,Hc) of S
which does not contain any irreducible subrepresentation.

Proof. It is clear that the subspace Hd is S-invariant because it is generated by
a family of S-invariant subspaces. To see that it is a direct sum of irreducible
representations, we apply Zorn’s Lemma. Let Hj , j ∈ J , be a maximal set of S-
invariant subspaces of H such that the corresponding representations (πj ,Hj)
are irreducible and Hj1⊥Hj2 for j1 6= j2. Set H0 :=

∑
j∈J Hj ⊆ Hd. Then

H1 := H⊥0 ∩ Hd is S-invariant. We write p : Hd → H1 for the orthogonal
projection. Then p is surjective and if H1 6= {0}, there exists an irreducible
subspace K ⊆ Hd with p(K) 6= {0}. This means that BS(K,H1) 6= {0} and
hence, by Corollary 2.2.3, the representation on K is equivalent to an irreducible
subrepresentation ofH1. This contradicts the maximality of the family (Hj)j∈J .
We conclude that H1 = {0}, and (i) follows from Exercise 1.3.7.

Assertion (ii) follows from the construction of Hd.
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Example 2.2.6. On R we consider the Borel measure µ = δ0 + λ|[1,∞[, where
λ is the 1-dimensional Lebesgue measure and δ0 is the Dirac measure in 0, i.e.,
δ0(E) = 1 if 0 ∈ E and δ0(E) = 0 otherwise. Then the decomposition

L2(R, µ) = L2(R, δ0)⊕ L2([1,∞[) ∼= C⊕ L2([1,∞[)

is invariant under the unitary representation (π(t)f)(x) = eitxf(x) of G =
R. Clearly the function δ0(x) = δ0,x is an eigenfunction, but this is the only
eigenfunction of π because the equation (eitx − λ)f = 0 implies that f vanishes
on the complement of a countable set. We conclude that Hd = L2(R, δ0) = Cδ0
is one-dimensional, and that Hc = L2([1,∞[) is the “continuous part” of the
representation π (see also Exercise 2.2.7).

Definition 2.2.7. If (π,H) is an irreducible representation of (S, ∗), then we
write [π] for its (unitary) equivalence class. For a topological group G, we write

Ĝ for the set of equivalence classes of irreducible unitary representations (cf.
Exercise 1.3.10). It is called the unitary dual of G.

Let (ρ,H) be a continuous unitary representations of G. For [π] ∈ Ĝ, we
write H[π] ⊆ H for the closed subspace generated by all irreducible subrepre-
sentations of type [π]. From Corollaries 2.2.3 and 2.2.4 it follows that

H[π]⊥H[π′] for [π] 6= [π′],

so that the discrete part of (ρ,H) is an orthogonal direct sum

Hd =
⊕̂

[π]∈Ĝ
H[π]

(Exercise 1.3.7). The subspaces H[π] are called the isotypic components of H,
resp., (π,H).

Remark 2.2.8. (Reduction of commutants) Applying Corollary 2.2.3 to the
decomposition

H = Hc ⊕Hd = Hc ⊕
⊕̂

[π]∈Ĝ
H[π],

we see that

BG(H[π],Hc) = {0} and BG(H[π],H[π′]) = {0} for [π] 6= [π′].

Therefore BG(H) preserves each H[π], hence it also preserves Hc = H⊥d because
it is ∗-invariant.

From Exercise 2.2.3 we thus derive that

BG(H) =
{

(A[π]) ∈
∏

[π]∈Ĝ

BG(H[π]) : sup
[π]∈Ĝ

‖A[π]‖ <∞
}
⊕BG(Hc).

Using the concept of an `∞-direct sum of Banach spaces

∞⊕
j∈J

Xj :=
{

(xj)j∈J ∈
∏
j∈J

Xj : ‖x‖ := sup
j∈J
‖xj‖ <∞

}
,
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it follows that
BG(H) ∼=

(
⊕∞

[π]∈Ĝ BG(H[π])
)
⊕BG(Hc).

This reduces the determination of the commutant to discrete isotypical repre-
sentations and to continuous ones.

Example 2.2.9. For an abelian topological group A, we have seen in Corol-
lary 2.2.2 that all irreducible unitary representations are one-dimensional, hence
given by continuous homomorphisms χ : A→ T. Two such homomorphisms de-
fine equivalent unitary representations if and only if they coincide. Therefore
the unitary dual of A can be identified with the group

Â := Hom(A,T)

of continuous characters of A.
For any continuous unitary representation (π,H) of A and χ ∈ Â, the iso-

typic subspace

Hχ := H[χ] = {v ∈ H : (∀a ∈ A)π(a)v = χ(a)v}

is the simultaneous eigenspace of A on H corresponding to the character χ.
Taking all the simultaneous eigenspaces together, we obtain the subspace

Hd =
⊕̂

χ∈Â
Hχ

from Proposition 2.2.5.

Example 2.2.10. In general its orthogonal complement Hc is non-trivial, as
the translation representation of R on L2(R) shows (cf. Example 2.2.6). To see
this, we first observe that, in view of Exercise 2.2.4, every continuous character
of R is of the form χλ(x) = eiλx. Therefore any eigenfunction f ∈ L2(R) satisfies
for each x ∈ R for almost every y ∈ R the relation

f(y + x) = eiλxf(y).

This implies in particular that the function |f | is, as an element of L2(R, dx),
translation invariant. We thus obtain

∞ >

∫
R
|f(x)|2 dx =

∑
n∈Z

∫ 1

0

|f(x)|2 dx,

and therefore f vanishes almost everywhere. This proves that, for the translation
action of R on L2(R, dx), the discrete part is trivial, i.e., L2(R, dx)d = {0}.

Example 2.2.11. We take a closer look at the circle group A = T. To see how a
unitary representation (π,H) of T decomposes, we first recall from Exercise 2.2.4
that each character of R is of the form χλ(x) = eiλx for some λ ∈ R. Since

q : R→ T, t 7→ eix is continuous, any character χ ∈ T̂ satisfies

χ(eix) = eiλx
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for some λ ∈ R and any x ∈ R. Then χ(1) = 1 implies λ ∈ Z, so that χn(z) = zn

for some n ∈ Z and all z ∈ T. This proves that

T̂ = {χn : n ∈ Z} ∼= Z.

Let (π,H) be a continuous unitary representation of T. For n ∈ Z we write

Hn := {v ∈ H : π(z)v = znv}

for the corresponding eigenspace in H. For v ∈ H, we consider the H-valued
integral

Pn(v) :=
1

2π

∫ 2π

0

e−intπ(eit)v dt

whose existence follows from the continuity of the integrand (as a Riemann
integral). It satisfies Pn(v) = v for v ∈ Hn and Pn(v) = 0 for v ∈ Hm,

m 6= n because
∫ 2π

0
e−inteimt dt = 0. Since H is the orthogonal direct sum of

the eigenspaces by compactness of T (Theorem 1.3.14), Pn : H → Hn is the
orthogonal projection onto the eigenspace Hn.

For v ∈ H, we write vn := Pn(v) ∈ Hn, so that

v =
∑
n∈Z

vn

holds in H = ⊕̂n∈ZHn. This is an abstract form of the Fourier expansion of a
periodic function, resp., a function on T.

ForH := L2(T) with (π(z)f)(t) = f(tz), we claim that the functions χn(t) =
tn, n ∈ Z, are the only eigenfunctions. In fact, any eigenfunction f ∈ Hn satisfies

f(eit) = Pn(f)(eit) =
1

2π

∫ 2π

0

e−insf(ei(s+t)) ds

=
1

2π

∫ 2π+t

t

e−in(s−t)f(eis) ds

= eint · 1

2π

∫ 2π

0

e−insf(eis) ds.

almost everywhere. Therefore f ∈ Cχn and therefore Hn = Cχn. Each f ∈
L2(T) has in L2(T) a convergent expansion

f =
∑
n∈Z

f̂(n)χn with f̂(n) =
1

2π

∫ 2π

0

e−intf(eit) dt.

Identifying T with R/2πZ and L2(T) with 2π-periodic functions, this takes
the familiar form for Fourier series:

f(x) =
∑
n∈Z

f̂(n)einx, f̂(n) =
1

2π

∫ 2π

0

e−inxf(x) dx,

where the series on the left convergence in L2([0, 2π]).
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Remark 2.2.12. (a) There exist abelian topological groups A with faithful
continuous unitary representations for which all continuous characters are triv-
ial, i.e., Â = {1}. For these groups, the two fundamental problems discussed in
the introduction make no sense.

In [GN01] it is shown that the group

M([0, 1],T) = {f ∈ L∞([0, 1],C) : |f | = 1}

of all measurable maps f : [0, 1]→ T, endowed with the weak operator topology
obtained from the embedding

λ : L∞([0, 1],C) ↪→ B(L2([0, 1],C)), λ(f)h = f · h,

(cf. Proposition 3.1.8) is an abelian topological group for which all continuous
characters are trivial. 1

(b) Another pathology that can occur for an (abelian) topological group G
is that all its continuous unitary representations are trivial. Such topological
groups are called exotic. In Chapter 2 of [Ba91] one finds various constructions
of such group of the type G = E/Γ, where E is a Banach space and Γ ⊆ E is a
discrete subgroup. For any such exotic group G, all characters are trivial.

From Exercise 2.2.4, we immediately derive that all characters of G = E/Γ
are of the form

χ(v + Γ) = e2πiα(v),

where α ∈ E′ is a continuous linear functional satisfying α(Γ) ⊆ Z. If G is

exotic, resp., Ĝ = {1}, then the discrete subgroup Γ of E has the strange
property that for any continuous linear functional α ∈ E′ with α(Γ) ⊆ Z we
have α = 0. It is not hard to see that this never happens if dimE <∞.

Exercises for Section 2

Exercise 2.2.1. Show that, for any Hilbert space H,

Z(B(H)) = {Z ∈ B(H) : (∀A ∈ B(H)AZ = ZA} = C1.

Hint: Apply Exercise 1.3.11 with A = 〈·, v〉v to see that every v ∈ H is an eigenvector
of Z.

Exercise 2.2.2. Let (π,H) be an irreducible representation of the involutive semi-
group (S, ∗) and πn := ⊕nj=1π be the n-fold direct sum of π with itself onHn = ⊕nj=1H.
Show that

πn(S)′ ∼= Mn(C).

Hint: Write operators on Hn as matrices with entries in B(H) (cf. Exercise 1.3.8) and
evaluate the commuting condition.

1Since products of L2-functions are L1-functions, it is easy to see that the topology
on M([0, 1],C) is the coarsest topology for which all functions Fh(g) :=

∫ 1
0 h(t)g(t) dt,

h ∈ L1([0, 1],C), are continuous. In functional analytic terms, it coincides with the weak-
∗-topology on the subset M([0, 1],T) of L∞([0, 1],C) ∼= L1([0, 1],C)′.
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Exercise 2.2.3. Let (Hj)j∈J be a family of Hilbert spaces and Aj ∈ B(Hj). Suppose
that supj∈J ‖Aj‖ < ∞. Then A(xj) := (Ajxj) defines a bounded linear operator on

⊕̂j∈JHj with
‖A‖ = sup

j∈J
‖Aj‖.

If, conversely, H = ⊕̂j∈JHj is a Hilbert space direct sum and A ∈ B(H) preserves
each subspace Hj , then the restrictions Aj := A|Hj are bounded operators in B(Hj)
satisfying ‖A‖ = supj∈J ‖Aj‖.

Exercise 2.2.4. Let V be a real topological vector space. Show that every continuous
character χ : V → T is of the form χ(v) = eiα(v) for some continuous linear functional
α ∈ V ′. Hint: Let U ⊆ V be a circular 0-neighborhood (circular means that λU ⊆ U
for |λ| ≤ 1; such neighborhoods form a basis of 0-neighborhoods) with Reχ(v) > 0 for
v ∈ U + U . Define a continuous (!) function

L : U →]− π, π[⊆ R by eiL(u) = χ(u).

Observe that L(x+ y) = L(x) + L(y) for x, y ∈ U and use this to see that

α(x) := lim
n→∞

nL
(x
n

)
is an additive extension of L to V . Now it remains to observe that continuous additive
maps V → R are linear functionals (prove Q-linearity first).

Exercise 2.2.5. Let A1 and A2 be abelian topological groups and A := A1 × A2 be
their topological direct product. Show that Â ∼= Â1 × Â2.

Exercise 2.2.6. Let (Aj)j∈J be a family of abelian topological groups and A :=∏
j∈J Aj be the product group, endowed with the product topology. Show that the

map

S :
⊕
j∈J

Âj → Â, S(⊕j∈Jχj)(a) :=
∏
j∈J

χj(aj)

is a group isomorphism. Hint: One has to reduce the problem to the case where J is
finite. To this end, an important point is that the 1-neighborhood {z ∈ T : Re z > 0}
contains no non-trivial subgroup.

Exercise 2.2.7. Let µ be a Borel measure on R and H := L2(R, µ). On this space
we consider the unitary representation of G = R, given by (π(t)f)(x) = eitxf(x).
Describe the eigenspaces of π(R) in terms of the measure.
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Chapter 3

Representations on
L2-spaces

In the first two chapters we have seen how to deal with discrete decompositions
of Hilbert spaces and unitary representations. We now turn to the continuous
side. Here the simplest situations arise for Hilbert spaces of the type L2(X,µ),
where (X,S, µ) is a measure space. After discussing group representations on
these spaces and twisting by cocycles for abstract measure spaces, we shall see
how the context of Radon measures on locally compact spaces provides a natural
context where these representations are continuous.

3.1 Representations by multiplication operators

In this section we introduce two types of operators on L2-spaces: multiplications
with functions and compositions with bijections of the underlying space. In
general, the unitary representations constructed in this context come from a
mixture of both.

Definition 3.1.1. A positive measure µ on (X,S) is said to be σ-finite if
X =

⋃
n∈NEn with En ∈ S and µ(En) <∞. This is an important assumption

for many results in measure theory, such as Fubini’s Theorem and the Radon–
Nikodym Theorem.

A positive measure µ on (X,S) is called semifinite if, for each E ∈ S with
µ(E) =∞, there exists a measurable subset F ⊆ E satisfying 0 < µ(F ) <∞.

Remark 3.1.2. (a) Any σ-finite measure is semifinite. If X is an uncountable
set, then the counting measure

µ : P(X)→ N0 ∪ {∞}, µ(E) := |E|

is semifinite, but not σ-finite.

37
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(b) If (Xj ,Sj , µj), j ∈ J , are (semi-)finite measure spaces, and we put

X :=
⋃̇

j∈J
Xj , S := {E ⊆ X : (∀j ∈ J)E ∩Xj ∈ Sj}

and
µ(E) :=

∑
j∈J

µj(E ∩Xj),

then S is a σ-algebra on X, µ is a measure, and (X,S, µ) is a semifinite measure
space. In Exercise 3.3.1 we shall see a converse to this observation, namely that,
up to sets of measure zero, any semifinite measure space is a direct sum of finite
measure spaces.

The following lemma is an extremely important basic tool to deal with
Hilbert spaces with continuous decompositions.

Lemma 3.1.3. (Multiplication operators) Let (X,S, µ) be a measure space
and L∞(X,µ) be the corresponding ∗-algebra of essentially bounded measurable
functions. Then the following assertions hold:

(i) For each f ∈ L∞(X,µ), we obtain a bounded operator Mf ∈ B(L2(X,µ))
by Mf (g) := fg satisfying ‖Mf‖ ≤ ‖f‖∞.1

(ii) The map M : L∞(X,µ) → B(L2(X,µ)), f 7→ Mf is a homomorphism of
C∗-algebras.

(iii) If µ is semifinite , then λ is isometric, i.e., ‖Mf‖ = ‖f‖∞ for each f .

(iv) If (fn)n∈N is a bounded sequence in L∞(X,µ) converging pointwise µ-
almost everywhere to f , then Mfn →Mf in the weak operator topology.

In the following all measure spaces that we consider are semifinite, so that,
in view of (iii), we may identify L∞(X,µ) with a subalgebra of B(L2(X,µ)).

Proof. (i) Since |f(x)g(x)| ≤ ‖f‖∞|g(x)| holds µ-almost everywhere, Mf defines
a bounded operator on L2(X,µ) with ‖Mf‖ ≤ ‖f‖∞.

(ii) We clearly have Mf+g = Mf + Mg, Mfg = MfMg and M∗f = Mf∗ , so
that λ defines a homomorphism of C∗-algebras.

(iii) Now assume that ‖f‖∞ > c ≥ 0. Then F := {|f | ≥ c} has positive
measure, and since µ is semifinite, it contains a subset E of positive and finite
measure. Then χE ∈ L2(X,µ) and

c‖χE‖2 ≤ ‖fχE‖2 ≤ ‖Mf‖‖χE‖2

lead to ‖Mf‖ ≥ c. Since c was arbitrary, we obtain ‖f‖∞ ≤ ‖Mf‖.
1Although elements of L∞(X,µ) can be represented by bounded functions, they are equiv-

alence classes of functions modulo functions h for which h−1(C×) is a set of measure zero.
Accordingly,

‖f‖∞ = inf{c ∈ [0,∞[ : µ({|f | > c}) = 0}
denotes the essential supremum of the function (cf. [Ru86]).
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(iv) For g, h ∈ L2(X,µ), the function gh is integrable and |fngh| ≤ ‖fn‖∞|gh|,
so that the Dominated Convergence Theorem implies that

〈Mfng, h〉 =

∫
X

fngh dµ→
∫
X

fgh dµ = 〈Mfg, h〉.

Definition 3.1.4. For a measurable space (X,S) we write M(X,T) for the
group of measurable T-valued functions, where the group structure is defined
by the pointwise product.

Proposition 3.1.5. Let G be a topological group, (X,S, µ) be a measure space
and γ : G→M(X,T) a group homomorphism. Then

(π(g)f)(x) = γg(x)f(x)

defines a unitary representation of G on L2(X,µ) such that if limn→∞ gn =
g in G always implies that γgn → γg holds pointwise, then π is sequentially
continuous. If, in addition, G is metrizable, then π is continuous.

Proof. Since γg−1 = γg, Lemma 3.1.3(ii) implies that π is a unitary represen-
tation of G. If, in addition, gn → g in G implies the pointwise convergence
γ(gn)→ γ(g), then Lemma 3.1.3(iv) implies the sequential continuity of π.

Examples 3.1.6. (a) A typical example is the representation of G = Rn on
H = L2(Rn, dx) obtained by

(π(g)f)(x) = ei〈g,x〉f(x).

The preceding proposition implies that this is a continuous unitary representa-
tion.

The same argument actually works for any Borel measure µ on Rn and the
representation on L2(Rn, µ) given by the same formula.

(b) Here is a more abstract variant: If G is an abelian topological group,

then we endow the group Ĝ = Hom(G,T) of continuous characters of G with

the smallest σ-algebra Ŝ for which all functions

ĝ : Ĝ→ T, ĝ(χ) := χ(g)

are measurable. For every measure µ on (Ĝ, Ŝ), we then obtain on L2(Ĝ,S, µ)
a sequentually continuous unitary representation of G by

(π(g)f)(χ) := χ(g)f(χ), π(g)f = ĝ · f.

Here we use that gn → g implies ĝn(χ) = χ(gn)→ χ(g) = ĝ(χ) for every χ ∈ Ĝ.
(c) An important special case of (b) arises if G = (V,+) is the additive group

of a topological vector space V . If V ′ = Hom(V,R) denotes the linear space
of continuous linear functionals on V , it follows from Exercise 2.2.4 that the
character group

V̂ = {eiα : α ∈ V ′} ∼= V ′
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is isomorphic to the additive group of the dual space V ′. From the pointwise
convergence

x∗(α) := α(x) = lim
n→∞

−in(eiα(x)/n − 1)

it follows that the σ-algebra Ŝ on V ′ coincides with the smallest σ-algebra for
which all evaluation functionals x∗, x ∈ V , are measurable.

The following lemma shows that the two constructions from
Examples 3.1.6(a),(b) are consistent:

Lemma 3.1.7. Under the identification of Rn with R̂n = {ey : y ∈ Rn}, ey(x) =

ei〈x,y〉, the σ-algebra Ŝ coincides with the Borel σ-algebra on Rn.

Proof. Since the functions ey, y ∈ Rn, are Borel measurable, we have Ŝ ⊆
B(Rn). The Borel σ-algebra is generated by the products of intervals, so that

equality follows if we show that Ŝ contains all products of intervals. This follows
from Example 3.1.6 which implies that all coordinate functions Rn → R, x 7→ xj ,

are Ŝ-measurable.

To understand how the representations constructed above decompose, we
have to compute their commutant. This is relatively easy for the representation
of the full algebra L∞(X,S, µ), which is done in the following proposition that
constitutes a basic tool in many more sophisticated constructions.

Proposition 3.1.8. Let (X,S, µ) be a σ-finite measure space, H := L2(X,µ)
the corresponding Hilbert space and

π : L∞(X,µ)→ B(L2(X,µ)), π(f)g := fg.

be the homomorphism from Lemma 3.1.3. Then the following assertions hold:

(i) If µ is finite, then 1 ∈ L2(X,µ) is a cyclic vector for π, i.e., not contained
in a proper closed subspace invariant under L∞(X,µ).

(ii) π(L∞(X,µ)) = π(L∞(X,µ))′ is its own commutant, hence in particular
a von Neumann algebra.

Proof. (i) π(L∞(X,µ))1 = L∞(X,µ) is dense in L2(X,µ), because for each
f ∈ L2(X,µ), the sequence fn, defined by

fn(x) :=

{
f(x) for |f(x)| ≤ n
0 for |f(x)| > n

converges to f because

‖f − fn‖22 =

∫
|f |>n

|f(x)|2 dµ(x)→ 0
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follows from the Monotone Convergence Theorem. Here we use that

{|f | =∞} =
⋂
n∈N
{x ∈ X : |f(x)| > n}

is a set of measure zero.

(ii) Since π(L∞(X,µ)) is commutative, it is contained in its own commutant.
Suppose, conversely, that B ∈ π(L∞(X,µ))′. Writing

X =
⋃̇

n
Xn with µ(Xn) <∞,

all subspace L2(Xn, µ) = χXnL
2(X,µ) are invariant under B. Therefore it

suffices to show that, on every such subspace, B is given by multiplication with
a bounded function. We may therefore assume that µ is finite.

Then h := B(1) ∈ L2(X,µ), and, for f ∈ L∞(X,µ) ⊆ L2(X,µ), we have

B(f) = B(f · 1) = B(π(f)1) = π(f)B(1) = fh.

If f = χEn is the characteristic function of the set

En := {x ∈ X : n ≤ |h(x)| ≤ n+ 1},

then ‖B(f)‖2 = ‖hf‖2 ≥ n‖f‖2, and since B is bounded, it follows that ‖f‖22 =
µ(En) = 0 if n is sufficiently large. This means that h ∈ L∞(X,µ). Now π(h)
and B coincide on the dense subspace L∞(X,µ), hence on all of L2(X,µ). This
proves that B = π(h) ∈ π(L∞(X,µ)).

Remark 3.1.9. (On the assumption of σ-finiteness) If (X,S, µ) is not σ-finite
(but semifinite), the determination of the commutant of L∞(X,S, µ), acting by
mutliplication operators, is connected to certain measure theoretic subtleties.

It is well known that for a σ-finite measure space (X,S, µ), the natural map

Φ: L∞(X,S, µ)→ L1(X,S, µ)′, Φ(f)(h) :=

∫
X

fh dµ

is an isometric isomorphism. Here L1(X,S, µ)′ denote the dual Banach space
with the operator norm and not a commutant. More generally, one can show
easily that Φ is isometric if µ is semifinite. In general, Φ is not surjective, and
the measures spaces for which Φ is a bijective isometry are called localizable
(cf. [Fl81, 16.6.4], and [Fl81, 16.7] for an example of a measure space which
is not localizable). One can show that localizability is equivalent to (X,S, µ)
being a direct sum (as in Remark 3.1.2(b)) of finite measure spaces (cf. [Sa71,
Prop. 1.18.1]).

These issues are related to the commutant A of L∞(X,S, µ) as follows. For
B ∈ A, we obtain with Proposition 3.1.8(ii) on every σ-finite subset E ∈ S
a unique element hE ∈ L∞(E,S|E , µ) with Bf = hEf for f ∈ L2(E,S|E , µ).



42 CHAPTER 3. REPRESENTATIONS ON L2-SPACES

Since, for every F ∈ L1(X,S, µ), the set {F 6= 0} is σ-finite (Exercise 3.3.6),
we thus obtain a natural map

Ψ: A → L1(X,S, µ)′, Ψ(B)F =

∫
X

hEF dµ if {F 6= 0} ⊆ E.

This map turns out to be a surjective isometry for every semifinite measure
space. For the surjectivity, one only has to observe that, for every σ-finite sub-
set E ∈ S, any continuous linear functional α on L1(X,S, µ) satisfies α(χEF ) =∫
X
hEF dµ for a unique hE ∈ L∞(E,S|E , µ), and that the corresponding multi-

plication operators fit together to a bounded operator on L2(X,S, µ) commuting
with L∞(X,S, µ).

This shows that we can always identify the commutant of L∞(X,S, µ) with
the dual space of L1(X,S, µ), but if the measure space is not localizable, then
L∞(X,S, µ) is a proper subspace and this implies that it is not a von Neumann
algebra. This justifies the assumption of σ-finiteness in Theorem 3.1.12 below.

Remark 3.1.10. (a) In the following we shall see many instances of represen-
tations on spaces L2(X,S, µ), where π(G)′ ∼= L∞(X,S, µ). Since the hermitian
projections in this algebra are in one-to-one correspondence with the G-invariant
closed subspaces by Lemma 1.3.1, it is important to have a clear picture of the
set

P := {p ∈ L∞(X,S, µ) : p = p∗ = p2}.

The condition p = p∗ = p means that p is real-valued, and p2 = p means that
p(X) ⊆ {0, 1}. Therefore

P = {χE : E ∈ S}.

For E,F ∈ S, the characteristic functions χE and χF coincide as elements of
L∞(X,S, µ) if and only if µ(E∆F ) = 0. This defines an equivalence relation
∼µ on S, and we obtain a bijection

S/ ∼µ→ P, E 7→ χE .

(b) Passing from the σ-algebra S to its µ-completion

Sµ := {E ⊆ X : (∃F ∈ S) µ(E∆F ) = 0},

does neither change the corresponding space L2 nor L∞. Therefore we may
pass from S to Sµ whenever it is convenient. We say that σ is µ-complete if
Sµ = S, i.e., of all µ-zero sets are contained in S.

Example 3.1.11. We claim that, for the representation of G := M(X,T)
on L2(X,µ) (µ a finite measure) by π(g)f = gf , the commutant is π(G)′ =
π(L∞(X,µ)).

In view of Proposition 3.1.8, it suffices to show that G spans L∞(X,µ),
so that both have the same commutant. Since L∞(X,µ) is spanned by the
real-valued functions f with ‖f‖∞ ≤ 1, this follows from the fact that

f ± i
√

1− f2 ∈M(X,T) for f = f, ‖f‖∞ ≤ 1.



3.1. REPRESENTATIONS BY MULTIPLICATION OPERATORS 43

In most concrete situations, one is not dealing with the full groupM(X,T),
but with much smaller groups or other subsemigroups of M(X,C). There-
fore it is crucial to have good tools to calculate the commutants, resp., bicom-
mutants in this case. The following theorem provides an effective tool to do
so by giving a description of all von Neumann subalgebras of the von Neu-
mann subalgebra L∞(X,S, µ) ⊆ B(L2(X,S, µ)) if µ is σ-finite (cf. Proposi-
tion 3.1.8(ii)). Here we assume the σ-finiteness of the measure to ensure that
the subspace L∞(X,S, µ) ⊆ B(L2(X,S, µ)) is actually a von Neumann algebra
(Remark 3.1.10).

Theorem 3.1.12. (The L∞-Subalgebra Theorem) Let (X,S, µ) be a σ-finite
measure space and A ⊆ L∞(X,S, µ) ⊆ B(L2(X,S, µ)) be a von Neumann
algebra. Then

A := {E ∈ S : χE ∈ A}

is a σ-subalgebra of S and

A ∼= L∞(X,A, µ|A).

Conversely, for every σ-subalgebra A ⊆ S, L∞(X,A, µ|A) is a von Neumann
subalgebra of L∞(X,S, µ).

Proof. Step 1: First we show that A is a σ-algebra. Clearly 0 ∈ A implies
∅ ∈ A, and since 1 ∈ A′′ = A, we also have χEc = 1− χE ∈ A for each E ∈ A.
From χE · χF = χE∩F we derive that A is closed under finite intersections.
Now let (En)n∈N be a sequence of elements in A. It remains to show that
E :=

⋂
n∈NEn ∈ A. Let Fn := E1 ∩ · · · ∩ En. Then Fn ∈ A implies χFn ∈ A.

Moreover, χFn → χF holds points, so that χFn → χF in the weak operator
topology by Lemma 3.1.3(iv). As A is closed in this topology by Lemma 2.1.3,
we obtain χF ∈ A and thus F ∈ A. This proves that A is a σ-algebra.

Step 2: That A ⊇ L∞(X,A, µ|A) follows directly from the fact that A
contains all finite linear combinations

∑
j cjχEj , Ej ∈ A, the norm-closedness

of A and the fact that every element f ∈ L∞(X,A, µ|A) is a norm-limit of a
sequence of step functions fn. To verify the latter fact, it suffices to verify this
claim for bounded real-valued function f , and this can be done by defining

fn(x) :=
k

n
for x ∈

{k
n
≤ f(x) <

k + 1

n

}
, k ∈ Z,

because this implies that ‖f − fn‖∞ ≤ 1
n .

Step 3: Finally we show that A ⊆ L∞(X,A, µ|A), i.e., that all elements of
A are A-measurable (if possibly modified on sets of measure zero).

We recall that Lemma 3.1.3(iv) implies that A is closed under bounded
pointwise limits. Let (pn)n∈N be the sequence of polynomials from Lemma A.2.3
converging on [0, 1] uniformly to the square root function. For 0 6= f ∈ A, we

consider the functions pn
( |f |2
‖f‖2∞

)
, which also belong to A. Since they converge

pointwise to |f |
‖f‖∞ , we see that |f | ∈ A. For real-valued elements f, g ∈ A, this
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further implies that

max(f, g) =
1

2
(f + g + |f − g|) ∈ A.

For any c ∈ R, it now follows that max(f, c) ∈ A. The sequence e−n(max(f,c)−c) ∈
A is bounded and converges pointwise to the characteristic function χ{f≤c} of
the set

{f ≤ c} := {x ∈ X : f(x) ≤ c}.
We thus obtain that χ{f≤c} ∈ A. We conclude that the set {f ≤ c} is contained
in the µ-completion Aµ of A, and this finally shows that f ∈ L∞(X,Aµ, µ) =
L∞(X,A, µ) (Remark 3.1.10(b)).

Corollary 3.1.13. If (X,S, µ) is a σ-finite measure space and

F ⊆ L∞(X,S, µ)

is a subset with the property that S is the smallest σ-algebra for which all
elements of F are measurable, then F ′′ = L∞(X,S, µ), i.e., F generates
L∞(X,S, µ) as a von Neumann algebra.

Proof. We have seen in Theorem 3.1.12 that F ′′ = L∞(X,A, µ|A) holds for a
σ-subalgebra A ⊆ S. Then all elements of F are measurable with respect to
the µ-completion Aµ of A, so that S ⊆ Aµ. This implies that

F ′′ = L∞(X,A, µ|A) = L∞(X,Aµ, µ|A) ⊇ L∞(X,S, µ).

Example 3.1.14. (a) Recall Example 3.1.6(b), where G is an abelian topolog-

ical group and Ŝ is the smallest σ-algebra on Ĝ for which all evaluation func-
tions ĝ : Ĝ → T are measurable. Then Corollary 3.1.13 implies that π(G)′′ =

L∞(Ĝ, Ŝ, µ).
If, in addition, µ is σ-finite, it further follows from Proposition 3.1.8 that

π(G)′ = π(G)′′′ = L∞(Ĝ, Ŝ, µ)′ = L∞(Ĝ, Ŝ, µ).

It follows in particular, that, for every closed π(G)-invariant closed subspaceK ⊆
H := L2(Ĝ, Ŝ, µ), there exists an E ∈ S with K = χEH = {f ∈ H : f |Ec = 0}.

(b) For the special case where G = (V,+) for a topological vector space V ,
we obtain with Example 3.1.6(c) that the same assertion holds for the smallest

σ-algebra Ŝ on Ĝ ∼= V ′ for which all the linear evaluation functionals x∗(α) :=
α(X), x ∈ V , are measurable.

Remark 3.1.15. (Refinements for locally compact groups) IfG is a locally com-

pact abelian group, then its character group Ĝ carries a natural group topology,
called the compact open topology or the topology of uniform convergence on com-
pact subsets of G. This topology turns Ĝ into a locally compact abelian group

all of whose characters are of the form ĝ, g ∈ G, so that G ∼= ̂̂
G as topological

groups (cf. [HM98]). All these functions are measurable with respect to the

σ-algebra of Borel subsets of Ĝ, so that Example 3.1.6(b) applies to any Borel

measure on Ĝ.
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3.2 Group actions preserving measure classes

Definition 3.2.1. Let (X,S) be a measurable space and λ, µ be positive mea-
sures on (X,S). We call λ and µ equivalent, and write λ ∼ µ, if there exists a
measurable function

f : X →]0,∞[ with λ(E) =

∫
E

f(x) dµ(x) for every E ∈ S. (3.1)

It is easy to see that ∼ defines an equivalence relation on the set of positive mea-
sures on (X,S). The corresponding equivalence classes [λ] are called measure
classes.

For simplicity we also write (3.1) as

λ = f · µ.

The function
dλ

dµ
:= f

is called the Radon–Nikodym derivative of λ with respect to µ.

The Theorem of Radon–Nikodym ([Ru86, Thm. 6.10]) is a central result in
abstract measure theory. It asserts that, for σ-finite measures, λ ∼ µ if and only
if µ and λ have the same zero sets. The latter condition is always necessary for
λ ∼ µ.

Remark 3.2.2. (a) It is natural to restrict our considerations to σ-finite mea-
sures because we shall mostly deal with finite measures µ and with measures of
the form fµ for an integrable function f ∈ L1(X,µ).

However, it is instructive to observe that, if µ is σ-finite and λ ∼ µ, then λ
is also σ-finite. In fact, we have

λ(X) =

∫
X

f(x) dµ(x) = lim
n→∞

∫
{0≤f≤n}

f(x) dµ(x),

and if X =
⋃
n∈NXn with µ(Xn) < ∞, then the subsets Xn ∩ {0 ≤ f ≤ m}

have finite λ-measure.
(b) If λ and µ are σ-finite, then the function f is uniquely determined up to

its values on a set of measure zero. If λ = f1µ = f2µ, then h := f1− f2 satisfies∫
E
h dµ = 0 for every E ∈ S with λ(E) <∞ and hence for every E ∈ S because

λ is σ-finite. Applying this to E = {h > 0} and E = {h < 0}, we see that h
vanishes µ almost everywhere.

We are interested in unitary group representations on L2(X,µ) for a measure
space (X,S, µ). A natural group to be considered in this context is

Aut(X,S) := {ϕ : X → X : ϕ meas., ∃ψ : X → X meas., ψ ◦ ϕ = ϕ ◦ ψ = idX}

of automorphism of the measurable space (X,S).
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Recall that, for a measurable map ϕ : (X,S) → (X ′,S′) and a measure µ
on (X,S), we obtain a measure ϕ∗µ on (X ′,S′) by

(ϕ∗µ)(E) := µ(ϕ−1(E)) for E ∈ S′.

It is called the push-forward of µ by ϕ. The corresponding transformation
formula for integrals reads∫

X′
f(x) d(ϕ∗µ)(x) =

∫
X

f(ϕ(x)) dµ(x). (3.2)

For a given σ-finite positive measure µ on (X,S), we thus obtain two subgroups
of Aut(X,S):

Aut(X,µ) := {ϕ ∈ Aut(X,S) : ϕ∗µ = µ}

and the larger group

Aut(X, [µ]) := {ϕ ∈ Aut(X,S) : ϕ∗µ ∼ µ}.

If ϕ∗µ ∼ µ, then µ is said to be quasi-invariant under ϕ. Clearly,

Aut(X,µ) ⊆ Aut(X, [µ]).

For ϕ ∈ Aut(X, [µ]), we define

δ(ϕ) := δµ(ϕ) :=
d(ϕ∗µ)

dµ

and note that, with the notation ϕ∗f := f ◦ ϕ−1, we have the cocycle property

δ(ϕψ) = δ(ϕ) · ϕ∗(δ(ψ)) (3.3)

µ-almost everywhere because

(ϕψ)∗µ = ϕ∗ψ∗µ = ϕ∗(δ(ψ)µ) = ϕ∗(δ(ψ)) · ϕ∗µ = ϕ∗(δ(ψ))δ(ϕ)µ

and the Radon–Nikodym derivatives are unique almost everywhere.

Proposition 3.2.3. Suppose that µ is σ-finite. For f ∈ L2(X,µ) and ϕ ∈
Aut(X, [µ]), we put

(π(ϕ)f)(x) :=
√
δ(ϕ)(x)f(ϕ−1(x)).

Then (π, L2(X,µ)) is a unitary representation of the group Aut(X, [µ]).

Proof. Clearly, π(ϕ)f is measurable, and we also find

‖π(ϕ)f‖22 =

∫
X

δ(ϕ)(x)|f(ϕ−1(x))|2 dµ(x) =

∫
X

|f(ϕ−1(x))|2 d(ϕ∗µ)(x)

=

∫
X

|f(x)|2 dµ(x) = ‖f‖2,
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so that π(ϕ) defines an isometry of L2(X,µ). We also observe that, for ϕ,ψ ∈
Aut(X, [µ]), we obtain with (3.3):

π(ϕψ)f =
√
δ(ϕψ)ϕ∗(ψ∗f) =

√
δ(ϕ)ϕ∗

√
δ(ψ)ϕ∗(ψ∗f)

=
√
δ(ϕ)ϕ∗

(√
δ(ψ)(ψ∗f)

)
= π(ϕ)π(ψ)f.

In particular, we see that each isometry π(ϕ) is surjective with π(ϕ−1) =
π(ϕ)−1.

3.2.1 Representation defined by cocycles]

The following corollary consitutes the basic tool to construct representations on
L2-spaces.

Corollary 3.2.4. Let (X,S, µ) be a σ-finite measure space and

σ : G×X → X, (g, x) 7→ g.x

a group action by measurable maps such that each map σg(x) := σ(g, x) pre-
serves the measure class [µ]. Let γg : X → T be measurable functions satisfying
the cocycle condition, i.e.,

γgh = γg · g∗γh for g, h ∈ G.

Then

(πγ(g)f)(x) := γg(x)
√
δ(σg)(x)f(σ−1

g (x)), πγ(g)f := γg ·
√
δ(σg)(σg)∗f

defines a unitary representation of G on L2(X,µ).

Proof. It follows from Proposition 3.2.3 that

(π(g)f)(x) :=
√
δ(σg)(x)f(σ−1

g (x))

defines a unitary representation (π, L2(X,µ)) of G, and since γ is a cocycle, we
also have πγ(gh) = πγ(g)πγ(h) for g, h ∈ G.

Example 3.2.5. If the measure class [µ] is G-invariant, we obtain in particular
a natural class of cocycles by

γ(g) := δ(σg)
is = eis log δ(σg), s ∈ R.

This leads to a family of unitary representations on L2(X,µ), parametrized by
s ∈ R:

(πs(g)f) := δ(σg)
1
2 +is(σg)∗f.
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Example 3.2.6. Let U ⊆ Rn be an open subset and λ be Lebesgue measure,
restricted to U . For each C1-diffeomorphism ϕ : U → U , we then have the
transformation formulas∫

U

f(x) d(ϕ∗λ)(x) =

∫
U

f(ϕ(x)) dλ(x)

and ∫
U

f(ϕ(x))|det(dϕ(x))| dx =

∫
U

f(x) dx.

Comparing these two implies that∫
U

f(x) d(ϕ∗λ)(x) =

∫
U

f(ϕ(x))|det(dϕ(x))||det(dϕ(x))|−1 dλ(x)

=

∫
U

f(x)|det(dϕ(ϕ−1(x)))|−1 dλ(x)

=

∫
U

f(x)|det(dϕ−1(x))| dλ(x),

and therefore

δ(ϕ)(x) :=
dϕ∗λ

dλ
(x) = |det(dϕ−1(x))|.

Thus

(π(ϕ)f)(x) :=
√
|det(dϕ−1(x))|f(ϕ−1(x))

defines a unitary representation of the group Diff1(U) of C1-diffeomorphisms of
U on L2(U, λ).

For U = Rn and the subgroup

Affn(R) := {ϕA,b(x) = Ax+ b : A ∈ GLn(R), b ∈ Rn}

we obtain in particular

δ(ϕA,b)(x) = |detA|−1,

so that

(π(ϕA,b)f)(x) :=
√
|detA|

−1
f(ϕ−1

A,b(x))

defines a unitary representation of the affine group Affn(R) on L2(Rn, λ).

Remark 3.2.7. One can show that every σ-compact n-dimensional smooth
manifold M carries a measure µ which, in every chart (ϕ,U) has a smooth
positive density with respect to Lebesgue measure on ϕ(U) ([HiNe12]). Then
Diff(M) ⊆ Aut(M, [µ]), so that we obtain a unitary representation of the full
diffeomorphism group Diff(M) on L2(M,µ).

The following examples describes a continuous irreducible unitary represen-
tation of the affine group of the real line. One can actually show that, up to
equivalence, there is only one such representation.
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Example 3.2.8. (An irreducible representation of the affine group) We consider
the affine group G := Aff1(R) consisting of all affine automorphisms ϕ(a,b)(x) =
ax+b of R. It is also called the ax+b-group. Below we construct an irreducible
unitary representation of this group and one can show that, up to equivalence,
this is the only one.

For simplicity, we write the elements of this groups as pairs (b, a), so that
the multiplication (corresponding to composition of affine functions) is given by

(b, a)(b′, a′) = (b+ ab′, aa′), a, a′ ∈ R×, b, b′ ∈ R.

We define a unitary representation of this group G = Ro R× on L2(R) by

(π(b, a)f)(x) := eibx
√
|a|f(ax).

It is easy to verify that this defines indeed a unitary representation (cf. Corol-
lary 3.2.4). Here we use that σ(a,b)x = a−1x implies (σ(a,b))∗dx = |a|dx.

To calculate its commutant, we first recall from Example 3.1.6 that

π(R× {1})′ = L∞(R).

For a ∈ R×, h ∈ L∞(R) and f ∈ L2(R), we have

π(0, a)(hf)(x) = h(ax)(π(0, a)f)(x).

Therefore h ∈ L∞(R) defines an element in π(G)′ if and only if ha(x) = h(ax)
satisfies ha = h almost everywhere for every a ∈ R×.

Let 0 ≤ f ∈ Cc(R×) be a continuous function with compact support and∫
R× f(a) da|a| = 1. Then

F (x) :=

∫
R×

f(a)h(ax)
da

|a|
=

∫
R×

f(ax−1)h(a)
da

|a|

is a continuous function on R× (Exercise; an easy consequence of the Dominated
Convergence Theorem). For each measurable subset E ⊆ R×, we further have∫
E

F (x)
dx

|x|
=

∫
E

∫
R×

f(a)h(ax)
da

|a|
dx

|x|
=

∫
R×

∫
E

f(a)h(ax)
dx

|x|
da

|a|

=

∫
R×

∫
E

f(a)h(x)
dx

|x|
da

|a|
=

∫
E

h(x)
dx

|x|

∫
R×

f(a)
da

|a|
=

∫
E

h(x)
dx

|x|
,

so that h = F almost everywhere (cf. Remark 3.2.2). Since F (ax) = F (x)
for almost every x, the continuity of F implies that F (ax) = F (x) for every
a, x ∈ R×, and therefore F is constant. We conclude that

π(G)′ = L∞(R) ∩ π({0} × R×)′ = C1,

so that π is irreducible.
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Remark 3.2.9. The mollifying techniqe encountered in the preceding example
can be used to show that, for every homogeneous spaceG/H of a locally compact
group G, the subspace L∞(G/H)G of G-invariant elements coincides with the
constant functions. Again it is based on the convolution product

Cc(G)× L∞(G/H)→ C(G/H).

Here is a general setting generalizing Example 3.2.8. We shall see more
concrete examples of this type below.

Example 3.2.10. Let A be an abelian topological group and α : G→ Aut(A)
be a continuous action of the group G (presently we consider no topology on
G) by topological automorphisms of A. Accordingly, we obtain an action α̂ of

G on the character group Â by α̂g(χ) := χ ◦α−1
g . It is easy to verify that every

α̂g is an automorphism of the measurable space (Â, Ŝ) (cf. Example 3.1.6). Let

[µ] be a G-invariant σ-finite measure class on (Â, Ŝ). Then we obtain a unitary

representation of the group Aoα G on L2(Â, Ŝ, µ) by

π(a, g)f := âδ(g)
√
δµ(g)(α̂g)∗f, (π(a, g)f)(χ) := χ(a)

√
δµ(g)(χ)f(χ ◦ αg).

Then π(A× {1})′ = L∞(Â, Ŝ, µ) by Example 3.1.14(a), so that

π(Aoα G)′ = L∞(Â, Ŝ, µ)G.

If the measure µ is G-ergodic in the sense that L∞(Â, Ŝ, µ)G = C1, then
Schur’s Lemma implies that the representation π is irreducible.

Specializing this construction to the group A = R, G = R×, αa(x) = ax and

the Lebesgue measure µ on Â ∼= R, we obtain Example 3.2.8.

3.2.2 Translations of gaussian measures

In this subsection we discuss a class of examples which are of central importance
in quantum field theory ([Si74]) and probability ([Hid80]).

We start with the Gaussian probability measure

dγ(x) =
1√
2π
e−

x2

2 dx

on R with expectation value 0 and variance 1.
For every n ∈ N, we then obtain on Rn a product probability measure

γn = γ⊗n with dγn(x) =
1

(2π)n/2
e−
‖x‖2

2 dx.

This measure on Rn is equivalent to Lebesgue measure, hence quasiinvariant
under the translations τy(x) := x + y. The corresponding Radon–Nikodym
derivatives are given by

δ(y)(x) =
d((τy)∗γ)

dγ
(x) =

e−
‖x−y‖2

2

e−
‖x‖2

2

= e−
‖y‖2

2 +〈x,y〉. (3.4)
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We thus obtain on L2(Rn, γn) the unitary representation of the translation
group Rn by

(πγ(y)f)(x) :=
√
δ(y)(x)f(x− y) = e−

‖y‖2
4 +

〈x,y〉
2 f(x− y).

This representation is equivalent to the translation representation of Rn on
L2(Rn, dx) (Exercise 3.3.12).

The situation becomes more interesting on infinite dimensional spaces. For
a set J we endow the product set X := RJ of all real-valued functions on R with
the smallest σ-algebra S = B(R)⊗J for which all projections pk((xj)j∈J) = xk
are Borel measurable maps. Then Kolmogorov’s Product Theorem implies the
existence of a unique probability measure γJ on (X,S), such that, for every
finite subset F ⊆ J , we have (pF )∗γ

J = γF for the projection map pF (x) =
(xj)j∈F (cf. [Ba78, Satz 33.2]).

Definition 3.2.11. The measure γJ on (RJ ,B(R)⊗J) is called the canonical
Gaussian measure on RJ .

Remark 3.2.12. There are many other Gaussian product measures on RJ . For
m ∈ R and σ > 0, the Gaussian measure with expectation value m and variance
σ2 on R is given by

dγm,σ2(x) :=
1√

2πσ2
e−

(x−m)2

2σ2 dx.

Accordingly, we obtain arbitrary product measures ⊗j∈Jγmj ,σ2
j

on RJ , and this

leads already to uncountably many measure classes on RN.

Proposition 3.2.13. (Translational quasi-invariance of Gaussian measure) The
standard Gaussian measure γJ on (RJ ,B(R)⊗J) is quasi-invariant under all
translations τy(x) = x+ y for y ∈ `2(J,R).

Proof. If
y ∈ R(J) := {x ∈ RJ : |{j ∈ J : xj 6= 0}| <∞,

then F := {j ∈ J : yj 6= 0} is finite. Now the decomposition J = F ∪̇F c leads
to a factorization γJ = γF ⊗ γF c on RJ ∼= RF × RF c . Therefore the quasi-
invariance of γ under τy follows from the quasi-invariance of γF on RF ∼= R|F |
and the fact that τy(xF , xF c) = (xF + y, xF c) with respect to the factorization
RJ ∼= RF × RF c .

To complete the proof, we can argue similarly in the case where F is infinite,
hence countable (cf. Exercise 1.3.4). This reduces the problem to the case where
J = N. Here the problem is to show that the function ϕ(y)(x) := e

∑∞
n=1 ynxn

defines an element of L1(RN, γN) for every y ∈ `2(N,R). This can be done as
follows. We consider the sequence

ϕn(y)(x) := e
∑n
j=1 yjxj

of functions in L2(RN, γN) and want to show that it is a Cauchy sequence.
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From the above formula for δ(y), it follows that, for y ∈ R(N), the function
ϕ(y) on RN is γN-integrable with∫

RN
ϕ(y) dγN =

∫
RN
ϕ(y)(x) dγN(x) = e

‖y‖2
2 .

This further leads to∫
RN
ϕ(y)ϕ(z) dγN =

∫
RN
ϕ(y + z) dγN = e

‖y+z‖2
2 ,

and hence to

‖ϕ(y)− ϕ(z)‖22 = e2‖y‖2 + e2‖z‖2 − 2e
‖y+z‖2

2 =: D(y, z).

The function D extends to a continuous function on `2(N,R), vanishing on the
diagonal. For y ∈ `2(N,R), we write yn := (y1, . . . , yn, 0, · · · ) ∈ R(N). Then
ϕn(y) = ϕ(yn) leads to

‖ϕn(y)− ϕm(y)‖22 = D(yn, ym)→ D(y, y) = 0

for n,m→∞. This implis that (ϕn(y))n∈N is a Cauchy sequence in L2(RN, γN) ⊆
L1(RN, γN). We write ϕ∞(y) for its limit.

If F ⊆ N is finite and E1 ⊆ RF a Borel set, we write E := E1 × RF c ⊆ RN

for the corresponding cylinder set. Then

((τy)∗γ
N)(E) = ((τyn)∗γ

n)(E1) = e−
‖yn‖22

2

∫
E1

ϕn(y) dγn = e−
‖yn‖22

2

∫
E

ϕn(y) dγN

→ e−
‖y‖22

2

∫
E

ϕ∞(y) dγN.

This implies that

(τy)∗γ
N = e−

‖y‖22
2 ϕ∞(y) · γN

for every y ∈ `2(N,R), and this completes our proof.

Although we won’t need it in the following, we add a theorem clarifying pos-
sible “supports” for the standard Gaussian measure γN. It follows in particular
that it can be realized on Hilbert spaces on functions which are much smaller
than the space RN of all sequences. Such phenomena are studied systematically
in the context of stochastic processes.

Theorem 3.2.14. For a = (an)n∈N ∈]0,∞[N, the set

`2(a) :=
{
x ∈ RN : ‖x‖2a :=

∞∑
n=1

anx
2
n <∞

}
satisfies

γN(`2(a)) =

{
1 if

∑
n an <∞

0 if
∑
n an =∞.

In particular γN(`2) = {0}.
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Proof. (cf. [Dr03, Thm. 5.2]) We consider the functions

q : RN → [0,∞], q(x) :=
∑
n

anx
2
n

and put qN (x) :=
∑N
n=1 anx

2
n. Then limε→0+ e

−εq/2 = χ`2(a) and

0 ≤ e−εq/2 ≤ 1 lead to

γN(`2(a)) = lim
ε→0+

∫
RN
e−εq/2 dγN

by the Monotone Convergence Theorem. For any ε > 0, we derive from the
Monotone Convergence Theorem∫

RN
e−εq/2 dγN =

∫
RN

lim
N→∞

e−εqN/2 dγN = lim
N→∞

∫
RN
e−εqN/2 dγN

= lim
N→∞

∫
RN

e−
ε
2

∑N
n=1 anx

2
n dγN (x1, . . . , xN )

= lim
N→∞

N∏
n=1

∫
R
e−

ε
2anx

2
n dγ(xn) = lim

N→∞

N∏
n=1

√
2π

εan+1√
2π

=

∞∏
n=1

(1 + εan)−
1
2 =

( ∞∏
n=1

(1 + εan)
)− 1

2
.

Taking logarithms and then passing to the limit ε→ 0+ thus leads to

− log γN(`2(a)) = lim
ε→0

1

2

∞∑
n=1

log(1 + εan) =

{
0 if

∑
n an <∞

∞ if
∑
n an =∞.

To verify the last equality, we first observe that, if
∑
n an < ∞, this follows

from the Monotone Convergence Theorem applied to the counting measure on
N. If

∑
n an = ∞, then

∑∞
n=1 log(1 + εan) = ∞ for every ε > 0. This proves

the assertion.

Remark 3.2.15. (a) One remarkable consequence of the preceding theorem is
that the Hilbert space `2 is a zero set for the Gaussian measure on RN. Therefore
it is necessary to enlarge this space to some `2(a), 0 < a ∈ `1, to obtain a Hilbert
space on which the measure γN can be realized.

(b) Another interesting point is that⋂
0<a∈`1

`2(a) =
{
x ∈ RN : (∀a ∈ `1)

∑
n

|an|x2
n <∞

}
= `∞.

All sets `2(a) have full γN-measure, but the subspace `∞ is a zero set because
γ([−r, r]) < 1 for every r > 0 leads to

γN([−r, r]N) = lim
N→∞

γ([−r, r])N = 0.
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3.3 L2-spaces on locally compact spaces

In this section we briefly discuss some specific issues related to L2-spaces on
locally compact spaces. Here the main point is the concept of a Radon mea-
sure, i.e., a Borel measure which is closely linked with the topology on X. In
particular, for a Radon measure µ, the subspace Cc(X) of compactly supported
continuous functions is dense in L2(X,µ), as the following proposition shows.

Definition 3.3.1. A measure µ on a locally compact space X is called a Radon
measure if

(i) µ(K) <∞ for each compact subset K of X.

(ii) (Outer regularity) For each Borel subset E ⊆ X, we have

µ(E) = inf{µ(U) : E ⊆ U,Uopen}.

(iii) If E ⊆ X is open or E is a Borel set with µ(E) <∞, then

µ(E) = sup{µ(K) : K ⊆ E,K compact}.

The measure µ is called regular if (ii) and (iii) are satisfied.

Proposition 3.3.2. If µ is a Radon measure on a locally compact space X,
then Cc(X) is dense in L2(X,µ).

Proof. Since the step functions form a dense subspace of L2(X,µ), it suffices to
show that any characteristic function χE with µ(E) <∞ can be approximated
by elements of Cc(X) in the L2-norm. Since every such Borel set is inner regular,
we may w.l.o.g. assume that E is compact. Then the outer regularity implies
for each ε > 0 the existence of an open subset U ⊆ X with µ(U \E) < ε. Next
we use Urysohn’s Theorem A.1.6 to find a continuous function f ∈ Cc(X) with
0 ≤ f ≤ 1, f |E = 1, and supp(f) ⊆ U . Then

‖f − χE‖22 =

∫
X

|f(x)− χE(x)|2 dµ(x) =

∫
U\E
|f(x)|2 dµ(x) ≤ µ(U \ E) < ε,

and this completes the proof.

Remark 3.3.3. In many cases the regularity of a Borel measure µ on a lo-
cally compact space X for which all compact subspaces have finite measure is
automatic.

In [Ru86, Thm. 2.18] one finds the convenient criterion that this is the case
whenever every open subset O ⊆ X is a countable union of compact subsets.

This is in particular the case for Rn, because we can write

O =
⋃
n∈N

On with On :=
{
x ∈ O : dist(x,Oc) ≥ 1

n
, ‖x‖ ≤ n

}
.
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Proposition 3.3.4. Let G be a topological group and σ : G × X → X be a
continuous action of G on the locally compact space X. Further, let µ be a Radon
measure on X whose measure class is G-invariant and for which the Radon–

Nikodym derivative δ(g) :=
d(σg)∗µ
dµ can be realized by a continuous function

δ̃ : G×X → R×, δ̃(g, x) := δ(g)(x).

Then the unitary representation (π, L2(X,µ)), defined by

(π(g)f)(x) :=
√
δ(g)(x)f(g−1.x)

is continuous.

Proof. In Proposition 3.3.2 we have seen that Cc(X) is dense in L2(X,µ). In
view of Lemma 1.2.6, it therefore suffices to show that, for f, h ∈ Cc(X), the
function

πf,h : G→ C, g 7→ 〈π(g)f, h〉

=

∫
X

√
δ(g)(x)f(g−1.x)h(x) dµ(x) =

∫
supp(h)

√
δ(g)(x)f(g−1.x)h(x) dµ(x)

is continuous. This is an integral of the form

F (g) :=

∫
K

H(x, g) dµ(x),

where K := supp(h) ⊆ X is compact and H : K × G → C is continuous. The
map

H̃ : G→ C(K), H̃(g)(x) := Hg(x) = H(x, g)

is continuous with respect to ‖ · ‖∞ on C(K).2 Therefore the continuity of the
function F follows from the continuity of the linear functional C(K)→ C, h 7→∫
K
h dµ with respect to ‖ · ‖∞ on C(K) (cf. Exercise 3.3.2).

Corollary 3.3.5. Let G be a topological group, σ : G×X → X be a continuous
action of G on the locally compact space X and µ be a G-invariant Radon
measure on X. Then the unitary representation (π, L2(X,µ)), defined by

π(g)f := f ◦ σ−1
g

is continuous.

2For g0 ∈ G and ε > 0, the set

M := {(g, x) ∈ G×K : |H(g, x)−H(g0, x)| < ε}

is open and contains {g0}×K, hence also a set of the form U×K, where U is a neighborhood
of g0. This means that for g ∈ U , we ‖Hg −Hg0‖∞ ≤ ε.
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Example 3.3.6. (a) The translation representation of G = Rn on L2(Rn, dx),
given by

(π(x)f)(y) := f(x+ y)

is continuous.
(b) On the circle group G = T, we consider the Radon measure µT, given by∫

T
f(z) dµT(z) :=

1

2π

∫ 2π

0

f(eit) dt.

Then the unitary representation of T on L2(T, µT), given by

(π(t)f)(z) := f(tz)

is continuous.

Exercises for Chapter 3

Exercise 3.3.1. Let (X,S, µ) be a semifinite measure space. Show that there exist
measurable subsets Xj ⊆ X, j ∈ J , of finite measure such that

L2(X,µ) ∼=
⊕̂

j∈J
L2(Xj , µ|Xj ).

Hint: Use Zorn’s Lemma to find a maximal family (Xj)j∈J of measurable subsets of
X for which µ(Xj ∩ Xk) = 0 for j 6= k. Conclude that the corresponding subspaces
L2(Xj , µ|Xj ) of L2(X,µ) are mutually orthogonal and that the intersection of their
orthogonal complements is trivial.

Exercise 3.3.2. Let µ be a Radon measure on the locally compact space X and
K ⊆ X be a compact subset. Show that the integral

I : C(K)→ C, f 7→
∫
K

f(x) dµ(x)

satisfies
|I(f)| ≤ ‖f‖∞µ(K).

In particular, I is continuous.

Exercise 3.3.3. Show that each σ-finite measure µ on a measurable space (X,S) is
equivalent to a finite measure.

Exercise 3.3.4. Let µ and λ be equivalent σ-finite measures on (X,S) and h := dµ
dλ

.
Show that

Φ: L2(X,µ)→ L2(X,λ), f 7→
√
hf

defines a unitary map.

Exercise 3.3.5. Consider the Gaussian measure

dγn(x) :=
1

(2π)
n
2
e−

1
2
‖x‖2dx

on Rn. Its measure class is invariant under the action of the affine group Affn(R).
Find a formula for the unitary representation of this group on L2(Rn, γn).
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Exercise 3.3.6. Let (X,S, µ) be a measure space. Show that:

(a) If f ∈ Lp(X,µ), 1 ≤ p <∞, then the measurable subset {f 6= 0} of X is σ-finite.

(b) If H ⊆ L2(X,µ) is a separable subspace, then there exists a σ-finite measurable
subset X0 ⊆ X with the property that each f ∈ H vanishes µ-almost everywhere
on Xc

0 = X \X0.

Exercise 3.3.7. (Limitations of the Radon–Nikodym Theorem) Let (X,S, µ) be a
finite measure space. Define ν : S→ R+ by

ν(E) :=

{
0 for µ(E) = 0

∞ otherwise.

Show that ν is a measure with the same zero sets as µ, but there exists no measurable
function f : X → R with ν = fµ. However, the constant function f = ∞ satisfies
ν(E) =

∫
E
f(x) dµ(x) for each E ∈ S.

Exercise 3.3.8. Let (X,S, µ) be a measure and Sfin := {E ∈ S : µ(E) <∞}. Verify
the following assertions:

(a) On Sfin we obtain by d(E,F ) := µ(E∆F ) a semimetric.

(b) Let
[E] := {F ∈ S : µ(E∆F ) = 0}

denote the corresponding equivalence class of E ∈ S and S := S/ ∼ denote the
set of equivalence classes. Then d([E], [F ]) := µ(E∆F ) defines a metric on Sfin.

(c) The map γ : Sfin → L1(X,S, µ), E 7→ χE is an isometry, i.e.,

d(E,F ) = µ(E∆F ) = ‖χE − χF ‖1 = ‖χE − χF ‖22.

Exercise 3.3.9. Let (X,S, µ) be a finite measure space and G := Aut(X,µ) be its
automorphism group. Verify the following assertions:

(a) N := {g ∈ G : (∀E ∈ Sfin)µ(gE∆E) = 0} is a normal subgroup of G, and if
π : G→ U(L2(X,µ)), π(g)f := f ◦ g−1 is the canonical unitary representation of
G on L2(X,µ), then kerµ = N .

(b) On the quotient group G := G/N , we consider the coarsest topology for which
all functions

fE : G→ R, g 7→ µ(gE∆E)

are continuous. Show that G is a topological group and that π factors through
a topological embedding π : G → U(L2(X,µ))s. Hint: Exercise 1.2.7 and
Lemma 1.2.6.

Exercise 3.3.10. We consider the group G := GL2(R) and the real projective line

P1(R) = {[v] := Rv : 0 6= v ∈ R2}

of 1-dimensional linear subspaces of R2. We write [x : y] for the line R
(
x
y

)
. Show

that:

(a) We endow P1(R) with the quotient topology with respect to the map
q : R2 \ {0} → P1(R), v 7→ [v]. Show that P1(R) is homeomorphic to S1. Hint:
Consider the squaring map on T ⊆ C.
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(b) The map R → P1(R), x 7→ [x : 1] is injective and its complement consists of
the single point ∞ := [1 : 0] (the horizontal line). We thus identify P1(R)
with the one-point compactification of R. These are the so-called homogeneous
coordinates on P1(R).

(c) The natural action of SL2(R) on P1(R) by g.[v] := [gv] is given in the coordinates
of (b) by

g.x = σg(x) :=
ax+ b

cx+ d
for g =

(
a b
c d

)
.

(d) There exists a unique Radon measure µ with total mass π on P1(R) which is
invariant under the group O2(R). Hint: Identify P1(R) with the compact group
SO2(R)/{±1} ∼= T.

(e) Show that, in homogeneous coordinates, we have dµ(x) = dx
1+x2

.

Hint:

(
cosx − sinx
sinx cosx

)
.0 = − tanx, and the image of Lebesgue measure on

]− π/2, π/2[ under tan is dx
1+x2

.

(f) Show that the action of SL2(R) on P1(R) preserves the measure class of µ. Hint:
Show that σg(x) := ax+b

cx+d
satisfies σ′g(x) = 1

(cx+d)2
and derive the formula

δ(σg)(x) =
d((σg)∗µ)

dµ
(x) =

1 + x2

(a− cx)2 + (b− dx)2
, δ(σg)(∞) =

1

c2 + d2
.

(g) The density function also has the following metric interpretation with respect
to the euclidean norm on R2:

δ(σg)([v]) =
‖g−1v‖2

‖v‖2 .

The corresponding unitary representations of SL2(R) on L2(P1(R), µ) defined by

πs(g)f := δ(σg)
1
2

+is(σg)∗f

(cf. Example 3.2.5) form the so-called spherical principal series.

Exercise 3.3.11. Let (π,H) be a non-degenerate representation of the involutive
semigroup (S, ∗) and v ∈ H. Show that the following assertions are equivalent:

(a) v is a cyclic vector for π(S).

(b) v is a cyclic vector for the von Neumann algebra π(S)′′.

(c) v is separating for the von Neumann algebra π(S)′, i.e., the map
π(S)′ → H, A 7→ Av is injective.

Hint: To see that (c) implies (a), consider the projection P onto (π(S)v)⊥, which is
an element of π(S)′.

Exercise 3.3.12. Let γn be the centered Gaussian measure on Rn with variance 1.
Show that the unitary representation

(πγ(y)f)(x) :=
√
δ(y)(x)f(x− y) = e−

‖y‖2
4

+
〈x,y〉

2 f(x− y)

of Rn on L2(Rn, γn) is equivalent to the translation representation of Rn on L2(Rn, dx).
Hint: Exercise 3.3.4.
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Exercise 3.3.13. Show that, for a measure space (X,S, µ), we have L2(X,S, µ) =
{0} if and only if, µ(S) ⊆ {0,∞}.

Exercise 3.3.14. Let (X,S, µ) be a measure space and Sf ⊆ S be the set of those
elements E ∈ S for which either µ|S∩E or µ|S∩Ec is σ-finite. Show that

(a) Sf is a σ-subalgebra of S.

(b) Sf is generated by the µ-finite subsets of S.

(c) L2(X,S, µ) = L2(X,Sf , µ|Sf ).

Exercise 3.3.15. (Cyclic elements in L2(X,S, µ)) Let (X,S, µ) be a semifinite mea-
sure space and A := L∞(X,S, µ) ⊆ B(L2(X,S, µ)) acting by the multiplication
operators Mf (h) = fh (Proposition 3.1.8). Show that a function h ∈ L2(X,S, µ) is
A-cyclic if and only if X0 := {h = 0} contains no subsets of positive finite measure,
i.e., L2(X0,S|X0 , µ) = {0}. Hint: If X0 = ∅ and L2(X,S, µ) 3 f⊥Ah, then every
subset E := {n < |f | ≤ n + 1} is of finite measure and AχE = L2(E,S|E , µ)⊥h.
Conclude that µ(E) = 0 and hence that f = 0.

Exercise 3.3.16. (σ-finiteness and cyclicity) Let (X,S, µ) be a measure space for
which L2(X,S, µ) contains a cyclic element for L∞(X,S, µ). Show that there exists
a σ-finite subset X1 ∈ S with L2(X,S, µ) = L2(X1,S ∩X1, µ).
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Chapter 4

Reproducing Kernel Spaces

In Chapter 3 we have seen how Hilbert spaces and continuous unitary repre-
sentations can be constructed on L2-spaces. An L2-space of a measure space
(X,S, µ) has the serious disadvantage that its elements are not functions on
X, they are only equivalence classes of functions modulo those vanishing on
µ-zero sets. However, many important classes of unitary representations can be
realized in spaces of continuous functions. In particular for infinite dimensional
Lie groups, this is the preferred point of view because measure theory on infi-
nite dimensional spaces has serious defects that one can avoid by using other
methods.

In this chapter we introduce the concept of a reproducing kernel Hilbert
space. These are Hilbert spaces H of functions on a set X for which all point
evaluations H → C, f 7→ f(x), are continuous linear functionals. Representing
these functions according to the Fréchet–Riesz Theorem by an element Kx ∈ H,
we obtain a function

K : X ×X → C, K(x, y) := Ky(x)

called the reproducing kernel of H. Typical questions arising in this context
are: Which functions on X×X are reproducing kernels and, if we have a group
action onX, how can we construct unitary representations on reproducing kernel
spaces.

Throughout this chapter K is either R or C.

4.1 Hilbert Spaces with Continuous Point
Evaluations

Definition 4.1.1. Let X be a set.

(a) Consider a Hilbert space H which is contained in the space KX of K-
valued functions on X. We say that H has continuous point evaluations if, for

61
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each x ∈ X, the linear functional

evx : H → K, f 7→ f(x)

is continuous. In view of the Fréchet–Riesz Theorem, this implies the existence
of some Kx ∈ H with

f(x) = 〈f,Kx〉 for f ∈ H, x ∈ X.

The corresponding function

K : X ×X → K, K(x, y) := Ky(x)

is called the reproducing kernel of H. As we shall see below, H is uniquely
determined by K, so that we shall denote it by HK to emphasize this fact and
call it the reproducing kernel Hilbert space (RKHS) associated to K.

(b) A function K : X × X → K is called a positive definite kernel if, for
each finite subset {x1, . . . , xn} ⊆ X, the matrix

(
K(xi, xj)

)
i,j=1,...,n

is positive

semidefinite. For a function K : X ×X → K we write K∗(x, y) := K(y, x) and
say that K is hermitian (or symmetric for K = R) if K∗ = K.

We write P(X,K) for the set of positive definite kernels on the set X.

Remark 4.1.2. (a) Over K = C, the positive definiteness of a kernel K already
follows from the requirement that for all choices x1, . . . , xn ∈ X and c1, . . . , cn ∈
C we have

n∑
j,k=1

cjckK(xj , xk) ≥ 0

because this implies that K is hermitian (Exercise 4.1.1).
For K = R, the requirement of the kernel to be hermitian is not redundant.

Indeed, the matrix

(Kij)i,j=1,2 =

(
0 1
−1 0

)
,

considered as a kernel on the two element set X = {1, 2}, satisfies

2∑
j,k=1

cjckK(xj , xk) = 0

for x1, . . . , xn ∈ X and c1, . . . , cn ∈ R, but K is not hermitian.
(b) For any positive definite kernel K ∈ P(X) and x, y ∈ P(X), the positive

definiteness of the hermitian matrix(
K(x, x) K(x, y)
K(y, x) K(y, y)

)
implies in particular that

|K(x, y)|2 ≤ K(x, x)K(y, y) (4.1)
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In the following we call a subset S of a Hilbert space H total if it spans a
dense subspace.

Theorem 4.1.3. (Characterization Theorem) The following assertions hold for
a function K : X ×X → K:

(a) If K is the reproducing kernel of the Hilbert space H ⊆ KX with continuous
point evaluations, then the following assertions hold:

(1) K is positive definite.

(2) {Kx : x ∈ X} is total in H.

(3) K(x, y) =
∑
j∈J ej(x)ej(y) for any orthonormal basis (ej)j∈J of H.

(b) If K is positive definite, then H0
K := span{Kx : x ∈ X} ⊆ KX carries a

unique positive definite hermitian form satisfying

〈Ky,Kx〉 = K(x, y) for x, y ∈ X. (4.2)

The completion HK of H0
K permits an injection

ι : HK → KX , ι(v)(x) := 〈v,Kx〉

whose image is a Hilbert space with reproducing kernel K that we identify
with HK .

(c) K is positive definite if and only if there exists a Hilbert space H ⊆ KX
with reproducing kernel K.

Proof. (a)(1) That K is hermitian follows from

K(y, x) = Kx(y) = 〈Kx,Ky〉 = 〈Ky,Kx〉 = K(x, y).

For c ∈ Kn we further have∑
j,k

cjckK(xj , xk) =
∑
j,k

cjck〈Kxk ,Kxj 〉 =
∥∥∥∑

k

ckKxk

∥∥∥2

≥ 0.

This proves (1).
(2) If f ∈ H is orthogonal to each Kx, then f(x) = 0 for each x ∈ X implies

f = 0. Therefore {Kx : x ∈ X} spans a dense subspace.
(3) If (ej)j∈J is an ONB of H, then we have for each y ∈ X the relation

Ky =
∑
j∈J
〈Ky, ej〉ej =

∑
j∈J

ej(y)ej ,

and therefore

K(x, y) = Ky(x) =
∑
j∈J

ej(y)ej(x).
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(b) We want to put〈∑
j

cjKxj ,
∑
k

dkKxk

〉
:=
∑
j,k

cjdkK(xk, xj), (4.3)

so that we have to show that this is well-defined.
So let f =

∑
j cjKxj and h =

∑
k dkKxk ∈ H0

K . Then we obtain for the
right hand side∑

j,k

cjdkK(xk, xj) =
∑
j,k

cjdkKxj (xk) =
∑
k

dkf(xk). (4.4)

This expression does not depend on the representation of f as a linear combi-
nation of the Kxj . Similarly, we see that the right hand side does not depend
on the representation of h as a linear combination of the Kxk . Therefore

〈f, h〉 :=
∑
j,k

cjdkK(xk, xj)

is well-defined. Since K is positive definite, we thus obtain a positive semidefi-
nite hermitian form on H0

K . From (4.4) we obtain for h = Kx the relation

〈f,Kx〉 = f(x) for x ∈ X, f ∈ H0
K .

If 〈f, f〉 = 0, then the Cauchy–Schwarz inequality yields

|f(x)|2 = |〈f,Kx〉|2 ≤ K(x, x)〈f, f〉 = 0,

so that f = 0. Therefore H0
K is a pre-Hilbert space.

Now let HK be the completion of H0
K . Then

ι : HK → KX , ι(v)(x) := 〈v,Kx〉

is an injective linear map because the set {Kx : x ∈ X} is total inH0
K , hence also

in HK . The subspace HK ∼= ι(HK) ⊆ KX is a Hilbert space with continuous
point evaluations and reproducing kernel K.

(c) follows (a) and (b).

Lemma 4.1.4. (Uniqueness Lemma for Reproducing Kernel Spaces) If H ⊆
KX is a Hilbert space with continuous point evaluations and reproducing kernel
K, then H = HK .

Proof. Since K is the reproducing kernel of H, it contains the subspace H0
K :=

span{Kx : x ∈ X} ofHK , and the inclusion η : H0
K → H is isometric because the

scalar products coincide on the pairs (Kx,Ky). Now η extends to an isometric
embedding η̂ : HK → H, and since H0

K is also dense in H, we see that η̂ is
surjective. For f ∈ HK we now have

η̂(f)(x) = 〈η̂(f),Kx〉H = 〈f,Kx〉HK = f(x),

so that η̂(f) = f , and we conclude that HK = H.
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Definition 4.1.5. The preceding lemma justifies the notation HK for the
unique Hilbert subspace of KX with continuous point evaluations and repro-
ducing kernel K. We call it the reproducing kernel Hilbert space defined by K.

Lemma 4.1.6. If HK ⊆ KX is a reproducing kernel space and S ⊆ X a subset
with

K(x, x) ≤ C for x ∈ S,
then

|f(x)| ≤
√
C‖f‖ for x ∈ S, f ∈ HK .

In particular, convergence in HK implies uniform convergence on S.

Proof. For f ∈ HK and x ∈ S, we have

|f(x)| = |〈f,Kx〉| ≤ ‖f‖ · ‖Kx‖ = ‖f‖
√
〈Kx,Kx〉 = ‖f‖

√
K(x, x) ≤

√
C‖f‖.

Proposition 4.1.7. Let X be a topological space and K a positive definite
kernel. Then the following assertions hold:

(a) The map γ : X → HK , γ(x) = Kx is continuous if and only if K is con-
tinuous.

(b) HK ⊆ C(X), i.e., HK consists of continuous functions.

Proof. (a) If γ is continuous, then K(x, y) = 〈γ(y), γ(x)〉 is obviously continu-
ous. If, conversely, K is continuous, then the continuity of γ follows from the
continuity of

‖Kx −Ky‖2 = K(x, x) +K(y, y)−K(x, y)−K(y, x).

(b) Since the scalar product is a continuous function H × H → K, the
continuity of each f ∈ HK now follows from f(x) = 〈f,Kx〉 = 〈f, γ(x)〉 and the
continuity of γ.

Exercises for Section 4.1

Exercise 4.1.1. Show that, if A ∈ Mn(C) satisfies x∗Ax ≥ 0 for every x ∈ Cn, then
A∗ = A.

Exercise 4.1.2. Let X be a non-empty set and T ⊆ X ×X be a subset containing
the diagonal. Then the characteristic function χT of T is a positive definite kernel if
and only if T is an equivalence relation.

Exercise 4.1.3. Show that ifK is a positive definite kernel and c > 0, thenHcK = HK
as subspaces of KX . Explain how their scalar products are related.

Exercise 4.1.4. Let X = {1, . . . , n} and A = (aij) ∈Mn(K) be positive semidefinite.
We identify KX canonically with Kn. Show that, if we consider A as a positive definite
kernel on X, then HA ⊆ Kn coincides with the column space of A. In particular

dimHA = rankA.
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Exercise 4.1.5. Show that a hermitian kernel K : X ×X → K is positive definite if
and only if, for every finite sequence x1, . . . , xn ∈ X, we have

det(K(xi, xj))1≤i,j≤n ≥ 0.

4.2 Basic Properties of Positive Definite
Kernels

The key advantage of Hilbert spaces with continuous point evaluations is that
they can be completely encoded in the function K, which is a much less com-
plex object than an infinite dimensional Hilbert space. Before we discuss some
important examples of positive definite kernels, we take a closer look at the
closure properties of the set P(X) of all positive definite kernels under several
operations.

Proposition 4.2.1. (Permanence properties of positive definite kernels) The
set P(X) of positive definite kernels on X ×X has the following properties:

(a) P(X) is a convex cone in KX×X , i.e., K,Q ∈ P(X) and λ ∈ R+ imply

K +Q ∈ P(X) and λK ∈ P(X).

(b) The cone P(X) is closed under pointwise limits. In particular, if (Kj)j∈J
is a family of positive definite kernels on X and all sums K(x, y) :=∑
j∈J Kj(x, y) exist, then K is also positive definite.

(c) If µ is a positive measure on (J,S) and (Kj)j∈J is a family of positive
definite kernels such that for x, y ∈ X the functions j 7→ Kj(x, y) are
measurable and the functions j 7→ Kj(x, x) are integrable, then

K(x, y) :=

∫
J

Kj(x, y) dµ(j)

is also positive definite.

(d) (Schur) P(X) is closed under pointwise multiplication: If K,Q ∈ P(X),
then the kernel

(KQ)(x, y) := K(x, y)Q(x, y)

is also positive definite.

(e) If K ∈ P(X), then K and ReK ∈ P(X).

Proof. A hermitian kernel K is positive definite if

S(K) :=

n∑
j,k=1

K(xi, xj)cicj ≥ 0

holds for x1, . . . , xn ∈ X and c1, . . . , cn ∈ K.
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(a) follows from S(K +Q) = S(K) + S(Q) and S(λK) = λS(K).

(b) follows from S(Kj) → S(K) if Kj → K holds pointwise on X ×X and
the fact that the set of positive semidefinite (n × n)-matrices is closed. For
K =

∑
j Kj we likewise have S(K) =

∑
j∈J S(Kj) ≥ 0.

(c) To see that the functions j 7→ Kj(x, y) are integrable, we first observe
that the positive definiteness of the kernels Kj implies that

|Kj(x, y)| ≤
√
Kj(x, x)

√
Kj(y, y)

(Remark 4.1.2) and since the functions j 7→
√
Kj(x, x) are square integrable by

assumption, the product
√
Kj(x, x)

√
Kj(y, y) is integrable. Now the assertion

follows from S(K) =
∫
J
S(Kj) dµ(j) ≥ 0, because µ is a positive measure.

(d) We have to show that the pointwise product C = (ajkbjk) of two positive
semidefinite matrices A and B is positive semidefinite.

On the K-Hilbert space H := Kn, the operator defined by B is orthogonally
diagonalizable with non-negative eigenvalues. Let f1, . . . , fn be an ONB of
eigenvectors for B and λ1, . . . , λn be the corresponding eigenvalues. Then

Bv =

n∑
j=1

〈v, fj〉Bfj =

n∑
j=1

λj〈v, fj〉fj =

n∑
j=1

λjf
∗
j v · fj =

n∑
j=1

λjfjf
∗
j v

(where we use matrix products) implies B =
∑
j λjfjf

∗
j , and since the λj are

non-negative, it suffices to prove the assertion for the special case B = vv∗ for
some v ∈ Kn, i.e., bjk = vjvk. Then we obtain for d ∈ Kn∑

j,k

djdkcjk =
∑
j,k

djdkvjvkajk =
∑
j,k

(djvj)dkvkajk ≥ 0,

and thus C is positive semidefinite.

(e) Since K is hermitian, we have K(x, y) = K(y, x), and this kernel is
positive definite. In view of (a), this implies that ReK = 1

2 (K + K) is also
positive definite.

Corollary 4.2.2. If f(z) :=
∑∞
n=0 anz

n is a power series with an ≥ 0 converg-
ing for |z| < r and K ∈ P(X) is a positive definite kernel with |K(x, y)| < r for
x, y ∈ X, then the kernel

(f ◦K)(x, y) := f(K(x, y)) =

∞∑
n=0

anK(x, y)n

is positive definite.

Proof. This follows from Proposition 4.2.1(b) because Proposition 4.2.1(d) im-
plies that the kernels K(x, y)n are positive definite.
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4.3 Realization as Reproducing Kernel Spaces

At this point we know how to get new positive definite kernels from given ones,
but we should also have a more effective means to recognize positive definite
kernels quickly.

Remark 4.3.1. For any map γ : X → H of a set X into a Hilbert space H, the
kernel Kγ(x, y) := 〈γ(y), γ(x)〉 is positive definite because it clearly is hermitian,
and for x1, . . . , xn ∈ X and c1, . . . , cn ∈ K, we have

n∑
i,j=1

cjckKγ(xj , xk) =

n∑
i,j=1

cjck〈γ(xk), γ(xj)〉 =
∥∥∥ n∑
i=1

ckγ(xk)
∥∥∥2

≥ 0.

Definition 4.3.2. Let H be a Hilbert space. A triple (X, γ,H) consisting of a
set X and a map γ : X → H is called a realization triple if γ(X) spans a dense
subspace of H. Then K(x, y) := 〈γ(y), γ(x)〉 is called the corresponding positive
definite kernel.

Theorem 4.3.3. (Realization Theorem) For every positive definite kernel K
on X the following assertions hold:

(a) If (X, γ,H) is a realization triple, then the map

Φγ : H → HK , Φγ(v)(x) := 〈v, γ(x)〉

is a unitary operator with Φγ(γ(x)) = Kx for every x ∈ X.

(b) The map γ : X → HK , x 7→ Kx defines a realization triple (X, γ,HK).

(c) For two realization triples (X, γ1,H1) and (X, γ2,H2) there exists a unique
unitary operator ϕ : H1 → H2 with ϕ ◦ γ1 = γ2.

Proof. (a) Clearly, Φγ defines a map H → KX , and for y ∈ Y we have

Φγ(γ(y))(x) = 〈γ(y), γ(x)〉 = K(x, y) = Ky(x), hence Φγ(γ(y)) = Ky.

We conclude that Φγ maps the dense subspace H0 := span γ(X) onto H0
K .

The relation 〈γ(y), γ(x)〉 = K(x, y) = 〈Ky,Kx〉 further implies that Φγ |H0 is
isometric. Since its image is dense in HK , the map Φγ |H0 extends to a unitary

operator Φ̂γ : H → HK , For v ∈ H, we then have

Φ̂γ(v)(x) = 〈Φ̂γ(v),Kx〉 = 〈v, Φ̂∗γ(Kx)〉 = 〈v, Φ̂−1
γ (Kx)〉 = 〈v, γ(x)〉,

so that Φ̂γ = Φγ .
(b) follows from the density of H0

K in HK and the relation 〈Ky,Kx〉 =
K(x, y) for x, y ∈ X.

(c) Let Φj : Hj → HK , j = 1, 2, be the two unitary operators obtained from
(a) which satisfy Φj(γj(x)) = Kx for x ∈ X. Then U := Φ−1

2 ◦Φ1 : H1 → H2 is
unitary with U ◦ γ1 = γ2.
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Definition 4.3.4. (a) For a positive definite kernel K : X ×X → C, the real-
ization triple (X, γ,HK) with γ(x) = Kx, used in the previous proof, is called
the canonical realization triple.

(b) For a realization triple (X, γ,H), the corresponding unitary map

Φγ : H → HK with Φγ(γ(x)) = Kx for x ∈ X,

is called a realization of H as a reproducing kernel space.

Examples 4.3.5. (a) If H is a Hilbert space, then the kernel

K(x, y) := 〈y, x〉

on H is positive definite (Remark 4.3.1). A corresponding realization is given
by the map γ = idH. In particular, H ∼= HK ⊆ KH.

(b) The kernel K(x, y) := 〈x, y〉 = 〈y, x〉 is also positive definite (Propo-
sition 4.2.1(e)). To identify the corresponding Hilbert space, we consider the
dual space H′ of continuous linear functionals on H. According to the Fréchet–
Riesz Theorem, every element of H′ has the form γv(x) := 〈x, v〉 for a uniquely
determined v ∈ H, and the map

γ : H → H′, v 7→ γv

is an antilinear isometry. In particular, H′ also is a Hilbert space, and the scalar
product on H′ (which is determined uniquely by the norm via polarization) is
given by

〈γy, γx〉 := 〈x, y〉 = K(x, y).

Therefore γ : H → H′ yields a realization of the kernel K, which leads to
HK ∼= H′.

(c) If (ej)j∈J is an orthonormal basis in H, then the map

γ : J → H, j 7→ ej

has total range, and K(i, j) := δij = 〈ei, ej〉 is the corresponding positive defi-
nite kernel on J . The element v ∈ H then corresponds to the function

Φγ(v) : J → K, j 7→ 〈v, ej〉

of its coefficients in the expansion v =
∑
j∈J〈v, ej〉ej , and the map

Φγ : H → `2(J,K), v 7→ (〈v, ej〉)j∈J

is an isomorphism of Hilbert spaces. We conclude that HK ∼= `2(J,K) ⊆ KJ is
the corresponding reproducing kernel space.

(d) Let (X,S, µ) be a measure space, Sfin := {E ∈ S : µ(E) < ∞} and
H = L2(X,µ). Then the map

γ : Sfin → L2(X,µ), E 7→ χE
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has total range because the step functions form a dense subspace of L2(X,µ).
We thus obtain a realization

Φγ : L2(X,µ)→ HK ⊆ CSfin , Φγ(f)(E) = 〈f, χE〉 =

∫
E

f dµ,

of L2(X,µ) as a reproducing kernel space on Sfin whose kernel is given by

K(E,F ) = 〈χF , χE〉 = µ(E ∩ F ).

(e) If H is a complex Hilbert space, then the kernel K(z, w) := e〈z,w〉 is also
positive definite (Corollary 4.2.2). The corresponding Hilbert space HK ⊆ CH
is called the (symmetric) Fock space F(H) of H. As we shall see below, it plays
an important role in representations theory, and in particular in Quantum Field
Theory (cf. Section 4.5).

We also note that the same argument shows that for each λ ≥ 0, the kernel
eλ〈z,w〉 is positive definite.

(f) Let H be a Hilbert space and D := {z ∈ H : ‖z‖ < 1} be the open unit
ball. For each s ≥ 0, we find with Corollary 4.2.2 that the kernel

K(z, w) := (1− 〈z, w〉)−s =

∞∑
n=0

(
−s
n

)
(−1)n〈z, w〉n

=

∞∑
n=0

(−s)(−s− 1) · · · (−s− n+ 1)

n!
(−1)n〈z, w〉n

=

∞∑
n=0

s(s+ 1) · · · (s+ n− 1)

n!
〈z, w〉n

is positive definite.
We shall see below how these kernels can be used to obtain interesting unitary

representations of various Lie groups.

Exercises for Section 4.3

Exercise 4.3.1. Let HK ⊆ KX be a reproducing kernel Hilbert space and HK =⊕̂
j∈JHj be a direct Hilbert space sum. Show that there exist positive definite kernels

Kj ∈ P(X) with K =
∑
j∈J K

j and Hj = HKj for j ∈ J . Hint: Consider Hj as a

Hilbert space with continuous point evaluations and let Kj be its reproducing kernel.

Exercise 4.3.2. Let X = [a, b] be a compact interval in R and K : [a, b]2 → C be a
continuous function. Then K is positive definite if and only if∫ b

a

∫ b

a

c(x)c(y)K(x, y) dx dy ≥ 0 for each c ∈ C([a, b],C).

Exercise 4.3.3. Show that for a ∈ C with Re a > 0 and z ∈ C, the following integral
exists and verify the formula:

1√
2π

∫
R
exz−

ax2

2 dx =
1√
a
e
z2

2a ,



4.3. REALIZATION AS REPRODUCING KERNEL SPACES 71

where
√
a refers to the canonical branch of the square root on the right half plane

with
√

1 = 1. Hint: Assume first that a, z ∈ R. Then use a dominated convergence
argument to verify that the integral depends holomorphically on z and a.

Exercise 4.3.4. Fix a > 0 and define γ : C→ L2(R, dx) by γ(z)(x) := exz−
ax2

2 . Show
that

〈γ(z), γ(w)〉 =

√
π

a
e

(z+w)2

4a

and that γ(C) is total in L2(R). Use this to derive an isomorphism Φγ of L2(R, dx)
with a reproducing kernel space of holomorphic functions on C.

Exercise 4.3.5. Define

γ : C+ := {z ∈ C : Im z > 0} → L2(R+, dx), γ(z)(x) = e−zx.

Show that

〈γ(z), γ(w)〉 =
1

z + w
=: K(z, w)

and that γ(C+) is total in L2(R). Use this to derive an isomorphism Φγ of L2(R+, dx)
with the reproducing kernel space HK of holomorphic functions on C+. This is the
Hardy space of the upper half plane. Hint: The totality of γ(C+) follows easily once
we have that γ(C+)′′ = L∞(R+) (cf. Corollary 3.1.13).

Exercise 4.3.6. Let (X,S, µ) be a probability space. Show that on X = S, the
kernel

K(E,F ) := µ(E ∩ F )− µ(E)µ(F )

is positive definite. Hint: Consider the hyperplane {f ∈ L2(X,µ) :
∫
X
f dµ = 0}.

Exercise 4.3.7. Show that on X := [0, 1], the kernel K(x, y) := min(x, y) − xy is
positive definite.

Exercise 4.3.8. On the interval [0, 1] ⊆ R, we consider H = L2([0, 1], dx) and the
map

γ : [0, 1]→ H, γ(x) := χ[0,x].

Show that:

(a) K(x, y) := 〈γ(y), γ(x)〉 = min(x, y).

(b) im(γ) is total in H. Hint: The subspace spanned by im(γ) contains all Rie-
mannian step functions (those corresponding to finite partitions of [0, 1] into
subintervals). From this one derives that its closure contains all continuous
functions and then use the density of continuous functions in L2.

(c) The reproducing kernel space HK consists of continuous functions and we have
a unitary map

Φγ : L2([0, 1])→ HK , Φγ(f)(x) :=

∫ x

0

f(t) dt.

The spaceHK is also denoted H1
∗([0, 1]). It is the Sobolev space of all continuous

functions on [0, 1], vanishing in 0 whose derivatives are L2-functions.

Exercise 4.3.9. Show that on X :=]0,∞[ the kernel K(x, y) := 1
x+y

is positive

definite. Hint: Consider the elements eλ(x) := e−λx in L2(R+, dx).
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Exercise 4.3.10. Let X be a topological space and Y ⊆ X be a dense subspace. Show
that, if K : X × X → C is a continuous positive definite kernel, then the restriction
map

r : HK → CY , f 7→ f |Y
induces a unitary isomorphism onto the reproducing kernel space HQ with Q :=
K|Y×Y .

Exercise 4.3.11. Let X be a set and K ∈ P(X,C) be a positive definite kernel. Show
that

(a) HK = HK and that the map σ : HK → HK , f 7→ f is anti-unitary.

(b) The map σ(f) = f preserves HK = HK and acts isometrically on this space if
and only if K is real-valued.

Exercise 4.3.12. Show that every Hilbert spaceH can be realized as a closed subspace
of some space L2(X,S, µ), where (X,S, µ) is a probability space. Hint: Let (ej)j∈J
be an ONB and consider the Gaussian measure space (X,S, µ) = (RJ ,B(R)⊗J , γJ).
Now map ej to the coordinate function xj .

Exercise 4.3.13. (Kolmogoroff’s Theorem) Let K : X×X → R be a positive definite
kernel. Show that:

(a) There exists a probability space (Ω,S, µ) and real-valued random variables Fx,
x ∈ X, such that the common distribution of every finite subset Fx1 , . . . , Fxn is
Gaussian with expectation value 0, and the covariance satisfies∫

Ω

FxFy dµ = K(x, y) for x, y ∈ X.

(b) Consider the measurable map

Ψ: Ω→ RX , Ψ(q)(x) := Fx(q)

and show that the measure ν := Ψ∗µ on RX satisfies (a) with respect to the
coordinate functions on RX .

4.4 Representations on Reproducing Kernel
Spaces

Next we explain how group actions on a space X lead to unitary representa-
tions on reproducing kernel spaces on X and discuss a variety of examples in
Section 4.5 below. A key advantage of this general setup is that it specializes
to many interesting settings. In Section 4.6 below, we shall see in particular
how cyclic continuous unitary representations are encoded in positive definite
functions (GNS Theorem).

Remark 4.4.1. (a) For K ∈ P(X) and f : X → C, the kernel

Q(x, y) := f(x)K(x, y)f(y)
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is also positive definite. In fact, it is the product of K with the kernel f(x)f(y)
whose positive definiteness follows from Remark 4.3.1, applied to the function

γ = f : X → C = H

and Proposition 4.2.1(d).
(b) If K ∈ P(X) and ϕ : Y → X is a function, then the kernel

ϕ∗K : Y × Y → C, (x, y) 7→ K(ϕ(x), ϕ(y))

is also positive definite. This is a direct consequence of the definitions.

Lemma 4.4.2. For ϕ ∈ SX , the group of bijections of X and the function
θ : X → K×, we consider the linear operator

(Uf)(x) := θ(x)f(ϕ−1(x))

on KX . Let K ∈ P(X,K) be a positive definite kernel. Then the corresponding
reproducing kernel Hilbert space HK is invariant under U and UK := U |HK is
a unitary operator if and only if K satisfies the invariance condition

K(ϕ(x), ϕ(y)) = θ(ϕ(x))K(x, y)θ(ϕ(y)) for x, y ∈ X, (4.5)

which is equivalent to

UKx = θ(ϕ(x))
−1
Kϕ(x) for x ∈ X. (4.6)

Proof. First we observe that the condition

(UKx)(y) = θ(y)K(ϕ−1(y), x) = θ(ϕ(x))
−1
K(y, ϕ(x))

for all x, y ∈ X holds if and only if

θ(ϕ(y))K(y, x) = θ(ϕ(x))
−1
K(ϕ(y), ϕ(x)) for x, y ∈ X.

This is equivalent to (4.5).
Suppose first that HK is U -invariant and that we thus obtain a unitary

operator UK on HK . For f ∈ HK and x ∈ X we then have

θ(x)〈f,Kϕ−1(x)〉 = θ(x)f(ϕ−1(x)) = (UKf)(x) = 〈UKf,Kx〉 = 〈f, U−1Kx〉,

which leads to
U−1Kx = θ(x)Kϕ−1(x).

Replacing x by ϕ(x), we obtain (4.6).
Suppose, conversely, that (4.6) holds. Then U preserves the pre-Hilbert

space HK and

〈UKx, UKy〉 = θ(ϕ(x))
−1
θ(ϕ(y))−1〈Kϕ(x),Kϕ(y)〉 = K(y, x) = 〈Kx,Ky〉.

Therefore U |H0
K

is unitary, hence extends to a unitary operator UK on HK . For
f ∈ HK we then have

(UKf)(x) = 〈UKf,Kx〉 = 〈f, U−1Kx〉 = θ(x)〈f,Kϕ−1(x)〉 = θ(x)f(ϕ−1(x)).

This shows that UK = U |HK .



74 CHAPTER 4. REPRODUCING KERNEL SPACES

Definition 4.4.3. Let σ : G×X → X, (g, x) 7→ σg(x) = g.x be an action of G
on the set X. We call a function J : G→ (K×)X a cocycle if

Jgh = Jg · g∗Jh for g, h ∈ G,

where (g∗f)(x) = f(g−1.x).
Clearly, the group G acts by automorphisms on the group (K×)X via αϕf :=

f ◦ σ−1 = (σg) ∗ f . We may therefore form the semidirect product

(K×)X oα G with (f, g)(f ′, g′) := (f · (σg)∗f ′, gg′).

In this context the cocycle condition is equivalent to the map

G→ (K×)X oα G, g 7→ (Jg, g)

being a group homomorphism.

Remark 4.4.4. The cocycle condition implies in particular that J1 = J2
1 , so

that J1 = 1. This in turn implies that

J−1
g = g∗Jg−1 , Jg(x)−1 = Jg−1(g−1.x) for g ∈ G, x ∈ X. (4.7)

Proposition 4.4.5. Let σ : G×X → X be a group action and J : G→ (K×)X

be a cocycle, i.e.,
Jgh = Jg · g∗Jh for g, h ∈ G.

Then
(π(g)f)(x) := Jg(x)f(g−1.x), π(g)f = Jg · g∗f, (4.8)

defines a representation of G on the space KX of all K-valued functions on X.
In addition, let K ∈ P(X,K) be a positive definite kernel and HK ⊆ KX be

the corresponding reproducing kernel Hilbert space. Then HK is invariant under
π(G) and πK(g) := π(g)|HK defines a unitary representation of G on HK if and
only if K satisfies the invariance condition

K(g.x, g.y) = Jg(g.x)K(x, y)Jg(g.y) for g ∈ G, x, y ∈ X, (4.9)

which is equivalent to

π(g)Kx = Jg−1(x)Kg.x for g ∈ G, x ∈ X. (4.10)

If these conditions are satisfied, we further have:

(a) If X is a topological space, G a topological group, and σ, K is continuous,
and the maps G → K×, g 7→ Jg(x), x ∈ X, are continuous, then the
representation (πK ,HK) of G is continuous.

(b) Any G-invariant closed subspace K ⊆ HK is a reproducing kernel space
HQ whose kernel Q satisfies

Q(g.x, g.y) = Jg(g.x)Q(x, y)Jg(g.y) for g ∈ G, x, y ∈ X. (4.11)
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Proof. The first part follows immediately from Lemma 4.4.2 and (4.6).
(a) We apply Lemma 1.2.6 to the total subset E := {Kx : x ∈ X}. For

x, y ∈ X we have

〈π(g)Ky,Kx〉 = (π(g)Ky)(x) = Jg−1(y)Kg.y(x) = Jg−1(y)K(x, g.y),

which depends continuously on g. Therefore the representation (πK ,HK) is
continuous.

(b) Since the inclusion K → HK is continuous, K has continuous point evalu-
ations, hence is a reproducing kernel space HQ (Lemma 4.1.4). By assumption,
HQ = K is invariant under the unitary G-action defined by

(πK(g)f)(x) = Jg(x)f(g−1.x),

so that (4.11) follows from the first part of the proof.

Definition 4.4.6. If (4.9) is satisfied, the cocycle J is called a multiplier for
the kernel K.

Remark 4.4.7. The preceding proposition applies in particular if the kernel K
is G-invariant, i.e.,

K(g.x, g.y) = K(x, y) for g ∈ G, x, y ∈ X.

Then we may use the cocycle J = 1 and obtain a unitary representation of G
on HK by

(π(g)f)(x) := f(g−1.x), f ∈ HK , x ∈ X, g ∈ G.

Exercises for Section 4.4

Exercise 4.4.1. Let K : X ×X → C be a positive definite kernel and θ : X → C× a
function. Determine necessary and sufficient conditions on θ such that

θ(x)K(x, y)θ(y) = K(x, y) for x, y ∈ X.

Hint: Consider the subset X1 := {x ∈ X : K(x, x) > 0} and its complement X0

separately.

Exercise 4.4.2. Let K,Q ∈ P(X,C) be positive definite kernels on X and
θ : X → C×. Show that

mθ : HK → HQ, f 7→ θf

defines a unitary map if and only if

Q(x, y) = θ(x)K(x, y)θ(y) for x, y ∈ X.

Exercise 4.4.3. Let (V, ‖ · ‖) be a normed space,

P(V ) := {[v] := Rv : 0 6= v ∈ V }

be the space of one-dimensional subspace of V (the projective space). Show that

(a) g.[v] := [gv] defines an action of GL(V ) on P(V ).

(b) J : GL(V ) × P(V ) → R×, Jg([v]) := ‖g−1v‖
‖v‖ is a cocycle with respect to this

action.
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4.5 Some Examples

Let H be a complex Hilbert space. We consider the kernel K(z, w) := e〈z,w〉

corresponding to the Fock space F(H) := HK ⊆ CH. Fock spaces play a cen-
tral role in operator theory and mathematical physics, in particular in Quantum
Field Theory (QFT). In this section we discuss several interesting unitary rep-
resentations of groups on F(H).

Since our approach is based on reproducing kernels, we start with groups
acting on H, and then discuss the cocycles that are needed to make the kernel
invariant under the group action.

4.5.1 The Schrödinger Representation of the Heisenberg
Group

The simplest group acting onH is the group of translations. For v ∈ H, we write
τv(x) := x + v for the corresponding translation. We want to associate to τv a
unitary operator on the Hilbert space HK . Since the kernel K(z, w) = e〈z,w〉 is
not translation invariant, this requires a multiplier θv : H → C× for the kernel
K, i.e.,

K(z + v, w + v) = θv(z + v)K(z, w)θv(w + v), z, v, w ∈ H. (4.12)

To find this multiplier, we observe that

K(z + v, w + v) = e〈z+v,w+v〉 = e〈z,v〉e〈z,w〉e〈v,w〉e〈v,v〉

= e〈z,v〉+
1
2 〈v,v〉K(z, w)e〈v,w〉+

1
2 〈v,v〉.

Therefore

θv(z) := e〈z−v,v〉+
1
2 〈v,v〉 = e〈z,v〉−

1
2 〈v,v〉

satisfies (4.12). Hence

(π(v)f)(z) := θv(z)f(z − v) = e〈z,v〉−
1
2 〈v,v〉f(z − v)

defines a unitary operator on HK (cf. Lemma 4.4.2).
However, this assignment does not define a unitary representation (H,+)→

U(HK) because we have in the group (C×)X o SX the relation

(θv, τv)(θw, τw) = (θv · (τv)∗θw, τv+w) 6= (θv+w, τv+w)

because

(θv · (τv)∗θw)(z) = e〈z,v〉−
1
2 〈v,v〉e〈z−v,w〉−

1
2 〈w,w〉

= e〈z,v+w〉− 1
2 〈v+w,v+w〉e−〈v,w〉+

1
2 (〈v,w〉+〈w,v〉)

= θv+w(z)e
1
2 (〈w,v〉−〈v,w〉) = θv+w(z)e−i Im〈v,w〉.
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This leads us to the Heisenberg group of H, which is given by

Heis(H) := R×H and (t, v)(s, w) :=
(
t+ s− Im〈v, w〉, v + w

)
.

It is easy to verify that this defines a group structure on R×H with

(0, v)(0, w) =
(
− Im〈v, w〉, v + w

)
.

Proposition 4.5.1. The group Heis(H) is a topological group with respect to
the product topology on R × H, where H is endowed with the norm topology,
σ(t, v)(z) := z + v defines a continuous action of Heis(H) on H and

J(t,v)(z) := eitθv(z) = eit+〈z,v〉−
1
2 〈v,v〉

is a continuous cocycle. Further,

(π(t, v)f)(z) := eitθv(z)f(z − v) = eit+〈z,v〉−
1
2 〈v,v〉f(z − v)

defines a continuous unitary representation of Heis(H) on F(H).

Proof. The continuity of the group operations on Heis(H) is clear and the con-
tinuity of the action on H is trivial.

From the preceding calculations we know that the map

Heis(H)→ (C×)X o SX , (t, v) 7→ (eitθv, τv)

is a homomorphism, and this implies that J is a cocycle. Its continuity is
clear, and therefore Proposition 4.4.5 implies that π defines a continuous unitary
representation of Heis(H) on HK = F(H).

Remark 4.5.2. (a) If σ : H → H is an antilinear isometric involution, then

Hσ := {v ∈ H : σ(v) = v}

is a real form of H, i.e., a closed real subspace for which

H = Hσ ⊕ iHσ

is orthogonal with respect to the real scalar product (x, y) := Re〈x, y〉. To verify
this claim, we recall the relation

〈z, w〉 = 〈σ(w), σ(z)〉

from Exercise 1.1.4. For z, w ∈ Hσ it implies that 〈z, w〉 ∈ R, and for z ∈
Hσ, w ∈ iHσ = H−σ we obtain 〈z, w〉 ∈ iR, so that (z, w) = 0.

This observation has the interesting consequence that {0}×Hσ is a subgroup
of the Heisenberg group Heis(H) and that

(π(v)f)(x) = θv(x)f(x− v) = e〈v,x〉−
1
2 〈v,v〉f(x− v)
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defines a unitary representation of Hσ on the Fock space F(H). We shall see
later that F(H) is isomorphic to the reproducing kernel space on Hσ defined by
the real-valued kernel K(z, w) = e(z,w).

(b) For a real Hilbert space H, the situation is simpler. Then we have the
relation θv+w = θv · (τv)∗θw, so that

(π(v)f)(x) = θv(x)f(x− v) = e〈v,x〉−
1
2 〈v,v〉f(x− v).

defines a unitary representation of the additive group (H,+) on the reproducing
kernel space HK with kernel K(z, w) = e(z,w).

4.5.2 The Fock Representation of the Unitary Group

Proposition 4.5.3. Let H be a complex Hilbert space and F(H) := HK ⊆ CH
be the Fock space on H with the reproducing kernel K(z, w) = e〈z,w〉. Further,
let Fm(H) ⊆ F(H) denote the subspace of those functions in F(H) which are
homogeneous of degree m, i.e., f(λz) = λmf(z) for λ ∈ C, z ∈ H. Then the
following assertions hold:

(i) The action
(
π(g)f

)
(v) := f(g−1v) defines a continuous unitary represen-

tation of U(H)s on F(H). The closed subspaces Fm(H) are invariant
under this action and their reproducing kernel is given by Km(z, w) =
1
m! 〈z, w〉

m.

(ii) Let (ej)j∈J be an orthonormal basis of H. Then the functions

pm(z) = zm :=
∏
j∈J

z
mj
j for zj := 〈z, ej〉,m ∈ N(J)

0 ,

form a complete orthogonal system in F(H) and ‖pm‖2 = m! :=
∏
j∈J mj !.

Here N(J)
0 ⊆ NJ0 denotes the subset of finitely supported tuples.

Proof. (i) Since the action of U(H)s on H given by (g, v) 7→ gv is continuous
(Exercise 1.2.3), it follows from the invariance of K under this action that(
π(g)f

)
(v) = f(g−1v) defines a continuous unitary action of U(H)s on F(H)

(Proposition 4.4.5). It is clear that the subspaces Fm(H) are invariant under
this action.

Next we consider the action of the subgroup T := T1 ⊆ U(H) on F(H). For
m ∈ Z, let

F(H)m := {f ∈ F(H) : (∀t ∈ T)(∀z ∈ H) f(tz) = tmf(z)}

be the common eigenspace corresponding to the character t1 7→ t−m of T
(cf. Example 2.2.11). According to the discussion in Example 2.2.11 and Theo-
rem 1.3.14, we have an orthogonal decomposition

F(H) = ⊕̂m∈ZF(H)m.



4.5. SOME EXAMPLES 79

In view of Exercise 4.3.1, we have a corresponding decompositionK =
∑
m∈ZK

m

of the reproducing kernel Then Km
x ∈ F(H)m is the projection of Kx to the

subspace F(H)m, which leads with the discussion in Example 2.2.11 to

Km
x (y) =

1

2π

∫ 2π

0

e−imtKx(eity) dt =
1

2π

∫ 2π

0

∞∑
n=0

1

n!
e−imt〈eity, x〉n dt

=

∞∑
n=0

1

2π

∫ 2π

0

1

n!
eit(n−m)〈y, x〉n dt =

{
1
m! 〈y, x〉

m, for m ∈ N0

0, for m < 0.

We conclude that Km(z, w) = 1
m! 〈z, w〉

m for m ∈ N0 and that F(H)m = 0 for
m < 0. We also see that F(H)m ⊆ Fm(H) for all m ∈ N0 and therefore obtain
Fm(H) = F(H)m for each m ∈ N because the inclusion Fm(H) ⊆ F(H)m is
trivial.

(ii) We consider the topological product group T := TJ and note that Ty-
chonov’s Theorem implies that this group is compact with respect to the product
topology. Next we observe that the natural homomorphism

α : T → U(H), α
(
(tj)j∈J

)∑
j∈J

zjej :=
∑
j∈J

tjzjej

(the action of T by diagonal matrices) defines a continuous unitary representa-
tion. In view of the continuity criterion Lemma 1.2.6, this follows from the fact
that the functions T → C, t = (tj)j∈J 7→ 〈α(t)ek, e`〉 = δ`ktk are continuous for
all k, ` ∈ J . Next we use (i) to conclude that π ◦α is a continuous unitary repre-
sentation of T on F(H). Since T is compact abelian, the Fundamental Theorem
on Unitary Representations of Compact Groups (Theorem 1.3.14) shows that
the eigenfunctions of T form a total subset of F(H). So we have to determine
these eigenfunctions.

Each continuous character χ : T → T is of the form χm(z) =
∏
j∈J z

mj
j

for m ∈ Z(J), where Z(J) ⊆ ZJ denotes the subset of all functions with finite
support, i.e., the free abelian group on J (Exercise 4.5.2). Accordingly, we have

F(H) =
⊕̂

m∈Z(J)
F(H)m,

where

F(H)m = {f ∈ F(H) : (∀t ∈ T )π(α(t))f = f ◦ α(t)−1 = χ−m(t)f}

(cf. Example 2.2.11). Then we have a corresponding decomposition

K =
∑

m∈Z(J)

Km

of the reproducing kernel (Exercise 4.3.1). To determine the kernels Km, we
first observe that, in view of (i), F(H)m ⊆ F(H)m holds for

∑
j∈J mj = m.
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In a similar fashion as for the circle group T (cf. Example 2.2.11, Exer-
cise 2.2.6), we obtain an orthogonal projection

Pm : F(H)m → F(H)m, Pm(f)(z) =

∫
T

χm(t)f(α(t)−1z) dµT (t).

In particular, we obtain

Km
w (z) = Pm(Km

w )(z) =

∫
T

χm(t)Km
w (α(t)−1z) dµT (t)

=
1

m!

∫
T

χm(t−1)〈α(t)z, w〉m dµT (t).

To evaluate this expression, we recall the multinomial formula

(x1 + . . .+ xn)k =
∑
|α|=k

(
k

α

)
xα, xα := xα1

1 · · ·xαnn ,

(
k

α

)
:=

k!

α1! · · ·αn!
,

where |α| := α1 + · · · + αn. We thus obtain for z, w ∈ H with the Cauchy
Product Formula

〈α(t)z, w〉m =
(∑
j∈J

tjzjwj

)m
=

∑
m∈N(J)

0 ,|m|=m

(
m

m

)
tmzmwm

with uniform convergence in t ∈ T . This leads to Km
w (z) = 0 for m 6∈ N(J)

0 , and

for m ∈ N(J)
0 we get

Km
w (z) =

1

m!

(
m

m

)
zmwm =

1

m!
zmwm =

1

m!
pm(z)pm(w).

This shows that F(H)m = Cpm and Theorem 4.1.3(3) implies that ‖pm‖2 =
m!.

Remark 4.5.4. At this point we have unitary representations of the Heisenberg
group Heis(H) and the unitary group U(H) on the Fock space F(H). These two
representations are compatible in the following sense.

For each g ∈ U(H), we obtain a topological automorphism of Heis(H) by
α(g)(t, v) := (t, gv), and we thus obtain a homomorphism

α : U(H)→ Aut(Heis(H)),

defining a continuous action of U(H)s on Heis(H) (cf. Exercise 1.2.3). Therefore
we obtain a topological semidirect product group

Heis(H) oα U(H).

In view of the relation

(π(g)π(t, v)f)(z) = eit+〈g
−1z,v〉− 1

2 〈v,v〉f(g−1z − v)

= eit+〈z,gv〉−
1
2 〈gv,gv〉f(g−1(z − gv)) = (π(t, gv)π(g)f)(z),
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we have
π(g)π(t, v)π(g)−1 = π(t, gv),

so that the representations of Heis(H) and U(H) on the Fock space combine
to a continuous unitary representation π(t, v, g) := π(t, v)π(g) of the semidirect
product group.

4.5.3 Hilbert Spaces on the Unit Disc

Example 4.5.5. Let D := {z ∈ C : |z| < 1} denote the unit disc, and consider
for a real m > 0 the reproducing kernel Hilbert space Hm := HKm with kernel

Km(z, w) := (1− zw)−m

(cf. Example 4.3.5). Since all functions Km
w = Km(·, w) are holomorphic, the

dense subspace H0
Km consists of holomorphic functions. Further, the function

z 7→ Km(z, z) is bounded on every compact subset of D, so that Lemma 4.1.6
implies that convergence in Hm implies uniform convergence on every compact
subset of D. This shows that Hm ⊆ O(D). For m = 2, the Hilbert space Hm
is called the Bergman space of D and, for m = 1, the Hardy space of D (cf.
Example 4.5.6 below).

Since the kernel Hm is invariant under the action of T by scalar multiplica-
tion,

Km(tz, tw) = Km(z, w),

we obtain a continuous unitary representation of T onHm, given by (π(t)f)(w) :=
f(tw) (Proposition 4.4.5). From the Fundamental Theorem on Unitary Repre-
sentations of Compact Groups (Theorem 1.3.14) we now derive that Hm is an
orthogonal direct sum of the T-eigenspaces Hm,n, corresponding to the char-
acters χn(t) := tn, and in Example 2.2.11 we have seen that the orthogonal
projection on Hm,n is given by

Pn(f)(z) :=

∫
T
t−nf(tz) dt,

where dt refers to the invariant probability measure on T. Applying this to the
functions Km

w leads to

Pn(Km
w )(z) =

∫
T
t−n(1− tzw)−m dt =

∞∑
k=0

(
−m
k

)
(−1)k

∫
T
tk−nzkwk dt

=

(
−m
n

)
(−1)nznwn =

m(m+ 1) · · · (m+ n− 1)

n!
znwn.

We conclude that Hm,n = Cpn(z) for pn(z) = zn and n ≥ 0, and Hm,n = {0}
otherwise. Further, Exercise 4.3.1 implies that

Km,n(z, w) :=
m(m+ 1) · · · (m+ n− 1)

n!
znwn
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is the reproducing kernel of Hm,n, so that

‖pn‖2 =
n!

m(m+ 1) · · · (m+ n− 1)
.

Example 4.5.6. (The Hardy space) On O(D) we consider

‖f‖2 := lim
r→1
r<1

1

2π

∫ 2π

0

|f(reit)|2 dt ∈ [0,∞].

To evaluate this expression, let f(z) =
∑∞
n=0 anz

n denote the Taylor series of
f in 0 which converges uniformly on each compact subset of D. Hence we can
interchange integration and summation and obtain

1

2π

∫ 2π

0

|f(reit)|2 dt =

∞∑
n,m=0

anam
1

2π

∫ 2π

0

rn+meit(n−m) dt =

∞∑
n=0

|an|2r2n.

Applying the Monotone Convergence Theorem to the sequences (|an|2r2n)n∈N ∈
`1(N0), we see that (|an|2)n∈N ∈ `1(N0) if and only if ‖f‖ <∞, and that in this
case ‖f‖2 =

∑∞
n=0 |an|2. Therefore

H1 := {f ∈ O(D) : ‖f‖ <∞} ∼= `2(N0,C)

is a Hilbert space and the polynomials form a dense subspace of H1. Moreover,
the monomials pn(z) = zn form an orthonormal basis of H1. We put

K1(z, w) :=

∞∑
n=0

pn(z)pn(w) =

∞∑
n=0

znwn =
1

1− zw

(cf. Theorem 4.1.3(a)). Then, for w ∈ D, the functions K1
w(z) = 1

1−zw =∑∞
n=0 w

nzn are contained in H1, and for f(z) =
∑∞
n=0 anz

n, we get

〈f,K1
w〉 =

∞∑
n=0

an〈pn, wnpn〉 =

∞∑
n=0

anw
n = f(w).

This proves that H1 has continuous point evaluations and that its reproducing
kernel is given by K1 (cf. Exercise 4.5.5 above).

The space H1 is called the Hardy space of D and K1 is called the Cauchy
kernel. This is justified by the following observation. For each holomorphic
function f on D extending continuously to the boundary, we obtain the simpler
formula for the norm:

‖f‖2 =
1

2π

∫ 2π

0

|f(eit)|2 dt.

We see in particular that such a function is contained in H1 and thus

f(z) = 〈f,K1
z 〉 =

1

2π

∫ 2π

0

f(eit)K1
z (eit) dt =

1

2π

∫ 2π

0

f(eit)

1− ze−it
dt

=
1

2πi

∫ 2π

0

f(eit)

eit − z
eitidt =

1

2πi

∮
|ζ|=1

f(ζ)

ζ − z
dζ,
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where the latter integral denotes a complex line integral. This means that the
fact that K1 is the reproducing kernel for H1 is equivalent to Cauchy’s integral
formula

f(z) =
1

2πi

∮
|ζ|=1

f(ζ)

ζ − z
dζ.

Now we turn to the representations of the group SU1,1(C) on the spaces
Hm ⊆ O(D). We have already seen how the spaces Hm decompose under the
unitary representation of the group T, but the spaces Hm carry for m ∈ N a
unitary representation of the larger group

G := SU1,1(C) :=
{
g =

(
a b

b a

)
∈ GL2(C) : a, b ∈ C, |a|2 − |b|2 = 1

}
.

We claim that
σg(z) := g.z := (az + b)(bz + a)−1

defines a continuous action of G on D by biholomorphic maps. Note that this
expression is always defined because |z| < 1 and |b| < |a| implies that bz+a 6= 0.
That σg(z) ∈ D for z ∈ D follows from

|az+ b|2 = |a|2|z|2 + (abz+ abz) + |b|2 < |b|2|z|2 + (abz+ abz) + |a|2 = |bz+ a|2.

The relations σ1(z) = z and σgg′ = σgσg′ are easily verified (see Exercise 4.5.4).
To see that this action is transitive, we note that for |z| < 1,

g :=
1√

1− |z|2

(
1 z
z 1

)
∈ SU1,1(C)

satisfies g.0 = z.
To obtain a unitary action of G onHm, we have to see how the corresponding

kernel Km transforms under the action of G. For the kernel Q(z, w) = 1 − zw
an easy calculation shows that

Q(g.z, g.w) = 1− (az + b)

(bz + a)

(aw + b)

(bw + a)
=

(bz + a)(a+ bw)− (az + b)(aw + b)

(bz + a)(a+ bw)

=
(|a|2 − |b|2)(1− zw)

(bz + a)(a+ bw)
=

Q(z, w)

(bz + a)(a+ bw)
.

Finally, we note that,
Jg(z) := a− bz

defines a cocycle for the action of G on D, which can be verified by direct
calculation, and

Jg(g.z) = a− baz + b

bz + a
=
abz + |a|2 − baz − |b|2

bz + a
=

1

bz + a
,

so that we obtain for
Jm(g, z) := Jg(z)

−m
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the relation

Km(g.z, g.w) = Jm(g, g.z)Km(z, w)Jm(g, g.w),

and Proposition 4.4.5 show that, for m ∈ N,

(πm(g)f)(z) = Jm(g, z)f(g−1.z) = (a− bz)−mf
(
az − b
a− bz

)
defines a continuous unitary representation of G = SU1,1(C) on Hm.

Remark 4.5.7. From Example 4.3.5 we recall the positive definite kernels

Ks(z, w) := (1− zw)−s, s > 0,

on the open unit disc D ⊆ C. We have seen in Example 4.5.6 that, for s ∈ N, we
have a unitary representation of SU1,1(C) on the corresponding Hilbert space.
The reason for restricting to integral values of s is that otherwise we don’t have
a corresponding cocycle. However, for Q(z, w) = 1− zw, we have

Q(g.z, g.w) =
Q(z, w)

(bz + a)(a+ bw)
=

Q(z, w)

|a|2(1 + (b/a)z)(1 + (b/a)w)
Q(z, w),

and therefore
Ks(g.z, g.w) = θg(z)K

s(z, w)θg(w)

for
θg(z) := |a|s(1 + (b/a)z)s,

where, in view of |b| < |a|, the right hand side can be defined by a power series
converging in D.

One can show that these considerations lead to a projective unitary repre-
sentation of SU1,1(C) on Hs by

(πs(g)f)(z) := θg(g
−1.z)f(g−1.z).

Exercises for Section 4.5

Exercise 4.5.1. Let V be a real vector space and ω : V × V → R be a bilinear map.

(a) Show that on R× V we obtain a group structure by

(t, v)(s, w) := (t+ s+ ω(v, w), v + w).

This group is called the Heisenberg group Heis(V, ω).

More generally, we obtain for any two abelian groups V and Z and any biadditive
map ω : V × V → Z a group structure on Z × V by

(t, v)(s, w) := (t+ s+ ω(v, w), v + w).

(b) Let H be a complex Hilbert space. How do we have to choose V and ω to obtain
an isomorphism Heis(V, ω) ∼= Heis(H)?
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(c) Verify that Z(Heis(V, ω)) = R× rad(ωs), where

ωs(v, w) := ω(v, w)− ω(w, v) and rad(ωs) := {v ∈ V : ωs(v, V ) = {0}}.

(d) Show that for V = R2 with ω(x, y) = x1y2, the Heisenberg group H(V, ω) is
isomorphic to the matrix group

H :=

{1 x z
0 1 y
0 0 1

 : x, y, z ∈ R

}
.

Exercise 4.5.2. Let G =
∏
j∈J Gj be a product of abelian topological groups and

pj : G→ Gj be the projection maps. Show that the map

S :
⊕
j∈J

Ĝj → Ĝ, (χj)j∈J 7→
∏
j∈J

(χj ◦ pj)

is an isomorphism of abelian groups.

Exercise 4.5.3. On Rn we consider the vector space Pk of all homogeneous polyno-
mials of degree k:

p(x) =
∑
|α|=k

cαx
α, cα ∈ R, xα := xα1

1 · · ·x
αn
n , |α| = α1 + · · ·+ αn.

We associate to such a polynomial p a differential operator by

p(∂) :=
∑
|α|=k

cα∂
α, ∂α := ∂α1

1 · · · ∂
αn
n , ∂i :=

∂

∂xi
.

Show that the Fischer inner product

〈p, q〉 := (p(∂)q)(0)

defines on Pk the structure of a real Hilbert space with continuous point evaluations.
Show further that its kernel is given by

K(x, y) =
1

k!
〈x, y〉k =

1

k!

( n∑
j=1

xjyj
)k
.

Hint: Show that the monomials pα(x) = xα form an orthogonal subset with 〈pα, pα〉 =
α! and conclude with Theorem 4.1.3 that K(x, y) =

∑
|α|=m

xαyα

α!
.

Exercise 4.5.4. We consider the group G := GL2(C) and the complex projective line
(the Riemann sphere)

P1(C) = {[v] := Cv : 0 6= v ∈ C2}

of 1-dimensional linear subspaces of C2. We write [x : y] for the line C
(
x
y

)
. Show

that:

(a) The map C → P1(C), z 7→ [z : 1] is injective and its complement consists of
the single point ∞ := [1 : 0] (the horizontal line). We thus identify P1(C) with

the one-point compactification Ĉ of C. These are the so-called homogeneous
coordinates on P1(C).
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(b) The natural action of GL2(C) on P1(C) by g.[v] := [gv] is given in the coordinates
of (b) by

g.z = σg(z) :=
az + b

cz + d
for g =

(
a b
c d

)
.

(c) On C2 we consider the indefinite hermitian form

β(z, w) := z1w1 − z2w2 = w∗
(

1 0
0 −1

)
z.

We define

U1,1(C) := {g ∈ GL2(C) : (∀z, w ∈ C2)β(gz, gw) = β(z, w)}.

Show that g ∈ U1,1(C) is equivalent to

g−1 =

(
1 0
0 −1

)
g∗
(

1 0
0 −1

)
.

Show further that the above relation is equivalent to

det g ∈ T, d = adet g and c = b det g.

In particular, we obtain |a|2 − |b|2 = 1.

(d) The hermitian form β is negative definite on the subspace [z1 : z2] if and only if
|z1| < |z2|, i.e., [z1 : z2] = [z : 1] for |z| < 1. Conclude that g.z := az+b

cz+d
defines

an action of U1,1(C) on the open unit disc D in C.

4.6 Positive Definite Functions

It was one of our first observations in Section 1.3 that any unitary representation
decomposes as a direct sum of cyclic ones. The main point of this section is to
describe the bridge between cyclic representations and positive definite kernels
on the group G which are invariant under right translations. Such kernels are
determined by the function ϕ := K1 via K(g, h) = ϕ(gh−1), and ϕ is said to be
positive definite if K has this property. We shall see that any cyclic represen-
tation of G is equivalent to one in a reproducing kernel subspace Hϕ ⊆ C(G)
corresponding to a continuous positive definite function ϕ, and characterize the
irreducible ones geometrically by the condition that ϕ is an extreme points in
the set S(G) of states of G, the set of normalized positive definite functions
on G.

Definition 4.6.1. (a) A function ϕ : S → C on an involutive semigroup (S, ∗)
is called positive definite if the kernel

Kϕ : S × S → C, Kϕ(s, t) := ϕ(st∗)

is positive definite. We then write Hϕ := HKϕ ⊆ CS for the corresponding
reproducing kernel Hilbert space.
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(b) If G is a group, then (G, ηG) is an involutive semigroup, so that a function
ϕ : G→ C is positive definite if the kernel

Kϕ : G×G→ C, Kϕ(s, t) := ϕ(st−1)

is positive definite.
A kernel K : G×G→ C is called right invariant if

K(xg, yg) = K(x, y) holds for g, x, y ∈ G.

For any such kernel K, the function ϕ := K1 satisfies

K(x, y) = K(xy−1,1) = ϕ(xy−1).

Conversely, for every function ϕ : G→ C, the kernel K(x, y) := ϕ(xy−1) is right
invariant. Therefore the right invariant positive definite kernels on G correspond
to positive definite functions.

(c) For a topological group G, we write P(G) for the set of continuous
positive definite functions on G. The subset

S(G) := {ϕ ∈ P(G) : ϕ(1) = 1}

is called the set of states of G.
Clearly, P(G) is a convex cone and S(G) ⊆ P(G) is a convex subset with

P(G) = R+S(G). The extreme points of S(G) are called pure states of G.
Recall from Proposition 4.1.7 that Hϕ ⊆ C(G) for each continuous positive

definite function ϕ ∈ P(G).
(d) If A is an involutive algebra, then a linear functional f : A → C is said

to be positive if it is a positive definite function on the involutive semigroup
((A, ·), ∗), i.e., if the sesquilinear kernel

K(a, b) := f(ab∗)

is positive definite, resp., a positive semidefinite hermitian form. Clearly, this is
equivalent to f(aa∗) ≥ 0 for every a ∈ A.

Remark 4.6.2. If (π,H) is a unitary representation of the involutive semigroup
(S, ∗) and v ∈ H, then the function

πv : S → C, s 7→ 〈π(s)v, v〉

is positive definite because

K(s, t) := πv(st∗) = 〈π(s)π(t∗)v, v〉 = 〈π(t∗)v, π(s∗)v〉,

and the positive definiteness of this kernel follows from Remark 4.3.1. The
corresponding realization map is

γ : S → H, γ(s) = π(s∗)v
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(Theorem 4.3.3). If v is a cyclic vector, then this map has total range, so that

Φγ : H → HK , Φγ(w)(s) := 〈w, π(s∗)v〉 = 〈π(s)w, v〉

is an isomorphism of Hilbert spaces. In view of

Φγ(π(t)w)(s) = 〈π(st)w, v〉 = Φγ(w)(st),

this map intertwines the representation π of S on H with the representation of
S on HK by (s.f)(x) := f(xs).

Definition 4.6.3. In the following we write a cyclic unitary representation
(π,H) with cyclic vector v as a triple (π,H, v).

Proposition 4.6.4. (GNS (Gelfand–Naimark–Segal) Theorem) Let G be a
topological group.

(a) For every continuous unitary representation (π,H) of G and v ∈ H,

πv(g) := 〈π(g)v, v〉

is a continuous positive definite function.

(b) Conversely, for every continuous positive definite function ϕ : G → C,
the reproducing kernel space Hϕ ⊆ C(G,C) with the kernel K(g, h) :=
ϕ(gh−1) carries a continuous unitary representation of G, given by

(πϕ(g)f)(x) := f(xg),

satisfying
ϕ(g) = 〈πϕ(g)ϕ,ϕ〉 for g ∈ G.

(c) A continuous unitary representation (π,H) of G is cyclic if and only if it
is equivalent to some (πϕ,Hϕ) with ϕ ∈ P(G).

(d) For two cyclic unitary representations (πj ,Hj , vj), j = 1, 2 of G, there
exists a unitary intertwining operator Γ: H1 → H2 with Γ(v1) = v2 if and
only if πv11 = πv22 .

Proof. (a) follows immediately from Remark 4.6.2.
(b) We first observe that the kernelK is invariant under right multiplications:

K(xg, yg) = ϕ(xg(yg)−1) = K(x, y), x, y, g ∈ G,

so that we obtain a continuous unitary representation (πϕ,Hϕ) of G (Proposi-
tion 4.4.5). Finally, we note that K(x, g) = ϕ(xg−1) leads to Kg = ϕ ◦ ρg−1 , so
that

〈πϕ(g)ϕ,ϕ〉 = 〈πϕ(g)ϕ,K1〉 = (πϕ(g)ϕ)(1) = ϕ(g).

(c) To see that (πϕ,Hϕ) is cyclic, we show that ϕ is a cyclic vector. In fact,
if f ∈ Hϕ is orthogonal to πϕ(G)ϕ, then we have

f(g) = (π(g)f)(1) = 〈π(g)f, ϕ〉 = 〈f, π(g)−1ϕ〉 = 0,
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for each g ∈ G, and therefore f = 0.
If, conversely, (π,H, v) is a cyclic continuous unitary representation of G and

v ∈ H a cyclic vector, then ϕ := πv ∈ P(G) by (a), and Remark 4.6.2 implies
that the map

Φγ : H → Hϕ, Φγ(w)(g) = 〈π(g)w, v〉
is a unitary intertwining operator. We conclude that (π,H, v) ∼= (πϕ,Hϕ, ϕ).

(d) If Γ: H1 → H2 is a unitary intertwining operator with Γ(v1) = v2, then
we have for each g ∈ G the relation

πv22 (g) = 〈π2(g)v2, v2〉 = 〈Γ(π1(g)v1),Γ(v1)〉 = 〈π1(g)v1, v1〉 = πv11 (g).

Suppose, conversely, that ϕ := πv11 = πv22 . Then we obtain with Remark 4.6.2
unitary intertwining operators

Γj : Hj → Hϕ with Γj(vj) = ϕ.

Then Γ−1
2 ◦ Γ1 : H1 → H2 is a unitary intertwining operator mapping v1 to

v2.

Proposition 4.6.5. Let (π,H, v) be a cyclic representation, where v is a unit
vector. Then π is irreducible if and only if πv is an extreme point of the convex
set S(G), i.e., a pure state.

Proof. (a) If π = π1⊕π2 is a proper direct sum decomposition andH = H1⊕H2,
accordingly, then the cyclicity of v = v1 + v2 implies that vj 6= 0 for j = 1, 2.
Then

πv = πv1 + πv2 = ‖v1‖2
πv1

‖v1‖2
+ ‖v2‖2

πv2

‖v2‖2
,

and since 1 = ‖v‖2 = ‖v1‖2 + ‖v2‖2, the function πv is not an extreme point in
S(G). This shows that π is irreducible if πv is an extreme point of S(G).

(b) Suppose, conversely, that

πv = λ1ϕ1 + λ2ϕ2, 0 < λj , λ1 + λ2 = 1, ϕj ∈ S(G).

Let (πj ,Hj , vj), j = 1, 2, be cyclic representations of G with λjϕj = π
vj
j . Then

the unit vector w := (v1, v2) ∈ H1 ⊕ H2 satisfies πw = πv, so that the cyclic
representation (π,H, v) is equivalent to the cyclic subrepresentation of K :=
H1 ⊕ H2 generated by w (Proposition 4.6.4). We may therefore assume that
v = w and H ⊆ K.

If π is irreducible, then the fact that the projections Pj : H → Hj are non-
zero intertwining operators implies that 0 6= P ∗j Pj ∈ C1 by Schur’s Lemma. In
view of

λj = ‖vj‖2 = ‖Pjw‖2 = 〈P ∗j Pjw,w〉,

we obtain P ∗j Pj = λj1. Then Φj := λ
− 1

2
j Pj : H → Hj is unitary and maps w to

the unit vector wj := λ
− 1

2
j vj . This implies that

πw = πwj = λ−1
j πvj = ϕj

for j = 1, 2, and therefore πw = πv is an extreme point of S(G).
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Examples 4.6.6. On reproducing kernel spaces, cyclic representations arise
naturally from transitive actions of G on X. So let us assume that G acts
transitively on the set X and pick a point x0 ∈ X.

For a positive definite kernel K on X we then study unitary representations
of G on HK of the form

(π(g)f)(x) = Jg(x)f(g−1.x)

for which we have
π(g)Kx = Jg−1(x)Kg.x

(cf. Proposition 4.4.5). The latter relation implies in particular that π(g)Kx ∈
CKg.x. As {Kx : x ∈ X} is total in HK , it follows that Kx0

is a cyclic vector
for (π,HK).

The corresponding positive definite function is given by

ϕ(g) := 〈π(g)Kx0
,Kx0

〉 = Jg−1(x0)Kg.x0
(x0) = Jg−1(x0)K(x0, g.x0).

We now evaluate this expression for several classes of cyclic unitary repre-
sentations of this type:

(a) For G = Heis(H) and K(x, y) = e〈x,y〉 on H (Subsection 4.5.1), we put

x0 := 0. Now J(t,v)(x) = eite〈x,v〉−
1
2‖v‖

2

leads to

ϕ(t, v) = J(−t,−v)(0)K(0, g.0) = e−ite−
1
2‖v‖

2

.

(b) For the transitive action of G = U(H) on X = {x ∈ H : ‖x‖ = 1} (cf.
Exercise 4.6.2), we consider the invariant kernel K(x, y) = 〈x, y〉n (Proposi-
tion 4.5.3). Then Jg = 1 for every g leads to

ϕ(g) = K(x0, g.x0) = 〈x0, g.x0〉n = 〈x0, g.x0〉n.

If x0 = e1 is the first element in an orthonormal bases e1, e2, . . . , then ϕ(g) =
g11

n is obtained from the left upper entry of the matrix representing g.
(c) For the transitive action of G = SU1,1(C) on X = D and the kernel

K(z, w) = (1 − zw)−m, m ∈ N0 (Subsection 4.5.3), we obtain for x0 = 0 and
the cocycle Jmg (z) := (a− bz)−m the corresponding positive definite function

ϕ(g) = Jmg−1(0)K(0, g.0) = a−m = g11
−m.

Note that this is similar to (b), but that the sign of m is different.

Exercises for Section 4.6

Exercise 4.6.1. Let C ⊆ V be a convex cone in the real vector space V and α ∈ V ∗
with α(c) > 0 for 0 6= c ∈ C. Show that

S := {c ∈ C : α(c) = 1}

satisfies:
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(a) C = R+S.

(b) x ∈ S is an extreme point of S if and only if R+x is an extremal ray of C.

Exercise 4.6.2. Show that for a euclidean space V , the group O(V ) of linear surjective
isometries acts transitively on the sphere

S(V ) = {v ∈ V : ‖v‖ = 1}.

Hint: For a unit vector v ∈ S(V ), consider the map

σv(x) := x− 2〈x, v〉v.

Show that σv ∈ O(V ) and that for x, y ∈ S(V ) there exists a v ∈ S with σv(x) = y.

Exercise 4.6.3. Let σ : G × X → X, (g, x) 7→ g.x be a transitive continuous ac-
tion of the topological group G on the topological space X. Fix x0 ∈ X and let
K := {g ∈ G : g.x0 = x0} be the stabilizer subgroup of x0. Show that:

(a) We obtain a continuous bijective map η : G/K → X, gK 7→ g.x0.

(b) Suppose that η has a continuous local section, i.e., x0 has a neighborhood U
for which there exists a continuous map τ : U → G with τ(y).x0 = y for y ∈ U .
Then η is open, hence a homeomorphism.

(c) Let G := Rd be the group (R,+), endowed with the discrete topology and
X := R, endowed with the canonical topology. Then σ(x, y) := x + y defines a
continuous transitive action of G on X for which the orbit map η is continuous
and bijective but not open.



92 CHAPTER 4. REPRODUCING KERNEL SPACES



Chapter 5

Spectral Measures and
Integrals

We have already seen in Chapter 1 that forming direct sums of Hilbert spaces
and decomposing a given Hilbert space as an orthogonal direct sum of closed
subspaces is an important technique in representation theory. However, this
technique only leads to a complete understanding of those representations which
are direct sums of irreducible ones, i.e., H = Hd in the notation of Section 2.2.
In this chapter we develop the concept of a projection valued measure, which
provides a continuous analog of direct sum decompositions of Hilbert spaces.
In particular, it can be used to study the structure of representations without
irreducible subrepresentations. The general idea is that a representation may be
composed from irreducible ones in the same way as a measure space is composed
from its points, which need not have positive measure.

5.1 Spectral Measures

Definition 5.1.1. Let H be a Hilbert space and

PH := {P ∈ B(H) : P = P 2 = P ∗}

be the set of all orthogonal projections on H. Further, let (X,S) be a mea-
surable space. A map P : S → PH is called a spectral measure or a projection
valued measure if

(SM1) P (X) = 1 and P (∅) = 0,

(SM2) If (Ej)j∈N is a disjoint sequence in S, then

P
(
∪∞j=1 Ej

)
v =

∞∑
j=1

P (Ej)v for each v ∈ H.

93
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In this sense we have

P
( ∞⋃
j=1

Ej

)
=

∞∑
j=1

P (Ej)

in the strong operator topology, and

(SM3) P (E ∩ F ) = P (E)P (F ) for E,F ∈ S.

Remark 5.1.2. On PH we define an order structure by

P ≤ Q if P = PQ.

Note that this implies that P = P ∗ = Q∗P ∗ = QP , so that P commutes with
Q. The relation P ≤ Q is equivalent to im(P ) ⊆ im(Q).

For P ≤ Q and v ∈ H, we have

‖Pv −Qv‖2 = 〈Pv, Pv〉 − 2 Re〈Pv,Qv〉+ 〈Qv,Qv〉
= 〈Pv, v〉 − 2〈Pv, v〉+ 〈Qv, v〉
= 〈Qv, v〉 − 〈Pv, v〉. (5.1)

We conclude that, if (Pn) is a monotone sequence of projections, then
Pn → P in the strong operator topology if equivalent to 〈Pnv, v〉 → 〈Pv, v〉 for
every v ∈ H.

Since PH ⊆ B(H) is bounded, it even suffices that this relation holds for all
elements v in a dense subspace (cf. Exercise 1.2.8).

Remark 5.1.3. (a) If (X,S) is a measurable space, then S is an abelian
involutive semigroup with respect to the operations

A ·B := A ∩B and A∗ := A.

The set X is a neutral element. Condition (SM3) implies that every spectral
measure is in particular a representation of this involutive semigroup (S, ∗) with
identity.

(b) The axiomatics in our definition of a spectral measure are not free of
redundancy. One can show that (SM3) follows from (SM1) and (SM2) and that
the requirement P (∅) = 0 in (SM1) can also be omitted (cf. [Ne09]).

(c) For each spectral measure P on (X,S) and each v ∈ H,

P v(E) := 〈P (E)v, v〉 = ‖P (E)v‖2

defines a positive measure on (X,S) with total mass ‖v‖2. In particular, it is a
probability measure if v is a unit vector.

(d) In practice, the verification of (SM2) can be simplified as follows. Sup-
pose that we know already that (SM2) holds for finite sums. Then

∑∞
n=1 P (En) =

limn→∞ P
(⋃n

k=1Ek

)
, so that we are dealing with an increasing sequence of pro-

jections. In view of Remark 5.1.2, it therefore suffices to show that P v(
⋃∞
j=1Ej) =∑∞

j=1 P
v(Ej) for every v in a dense subspace.
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The following lemma describes a typical situation where spectral measures
arise.

Lemma 5.1.4. (a) Let (X,S, µ) be a measure space and H := L2(X,µ). For
E ∈ S we define an operator on H by P (E)f := χEf . Then P defines a
projection valued measure on H.

If, in addition, µ is finite, then v = 1 is a cyclic vector for P and P v = µ.

(b) For v ∈ H, the induced spectral measure on the cyclic subspace Hv :=
spanP (S)v ⊆ H is unitarily equivalent to the canonical spectral measure
on L2(X,P v), given by multiplication with characteristic functions.

Proof. (a) From Lemma 3.1.3 we recall the homomorphism of C∗-algebras

ρ : L∞(X,µ)→ B(L2(X,µ)), ρ(h)f = hf.

For each E ∈ S, the characteristic function χE satisfies χE = χ∗E = χ2
E , so that

P (E) = ρ(χE) ∈ PH. We also obtain for finitely many pairwise disjoint sets
E1, . . . , En the relation

χE1∪···∪En = χE1
+ · · ·+ χEn ,

so that P is finitely additive.
Clearly, P (X) = 1 and P (∅) = 0. Now let (Ej)j∈N be a disjoint sequence

in X and f ∈ H. We put Fk :=
⋃k
j=1Ej and F :=

⋃∞
j=1Ej . Then χFk → χF

pointwise, so that the finite additivity of P together with Lemma 3.1.3(iv) imply
that P (Fk) = MχFk

→MχF = P (F ). This proves (SM2). Finally (SM3) follows
from

P (E ∩ F ) = ρ(χE∩F ) = ρ(χEχF ) = ρ(χE)ρ(χF ) = P (E)P (F ).

If µ is finite, then 1 is cyclic for L∞(X,µ), and since span{χE : E ∈ S} is
dense in L∞(X,µ), the function 1 is also cyclic for P .

(b) For E,F ∈ S, we have

〈P (E)v, P (F )v〉 = 〈P (F )P (E)v, v〉 = 〈P (E ∩ F )v, v〉
= P v(E ∩ F ) = 〈χE , χF 〉L2(X,Pv).

This means that the two maps γ1(E) := P (E)v and γ2(E) := χE define two
realization triples (S, γ1,Hv) and (S, γ2, L

2(X,P v)) of the same positive definite
kernel K(E,F ) = P v(E ∩ F ). The Realization Theorem 4.3.3 therefore implies
the existence of a unique unitary operator

Γ: Hv → L2(X,P v) with Γ(P (E)v) = χE for E ∈ S.

Then

Γ ◦ P (F )(P (E)v) = Γ(P (E ∩ F )v) = χF∩E = χFχE = χFΓ(P (E)v)
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implies that

Γ ◦ P (F ) = χF · Γ for F ∈ S.

This means that Γ intertwines the spectral measure P on Hv with the canonical
spectral measure on L2(X,P v).

Lemma 5.1.5. (Direct sum of spectral measures) Let H ∼= ⊕̂j∈JHj be a direct
sum of Hilbert spaces, (X,S) be a measurable space and Pj : S → PHj , j ∈ J ,
be spectral measures. Then

P (E)v :=
(
Pj(E)vj

)
for v = (vj)j∈J ∈ H

defines a spectral measure P : S→ PH.

Proof. Clearly, P (E)∗ = P (E) = P (E)2, so that each P (E) is indeed an
orthogonal projection. Further, P (X) = 1, P (∅) = 0, and P (E ∩ F ) =
P (E)P (F ). For any disjoint sequence (En)n∈N of Borel subsets of X, we thus
obtain P (En)P (Em) = 0 for n 6= m. Clearly, (SM2) holds for any v ∈ Hj ,
j ∈ J , and, in view of Remark 5.1.3(d) this implies (SM2) for P .

Remark 5.1.6. (Decomposition into cyclic spectral measures) If P is a spec-
tral measure on (X,S), then we can always decompose H as an orthogonal
direct sum H = ⊕̂j∈JHj of P -invariant subspaces on which the correspond-
ing spectral measure Pj(E) := P (E)|Hj ∈ PHj is cyclic with cyclic vector vj
(Proposition 1.3.10). In view of Lemma 5.1.4(b), we then have Hj ∼= L2(P vj , X)
with Pj(E)f = χ(E)f . In this sense every spectral measure is a direct sum of
canonical spectral measures on L2-spaces of finite measure spaces.

Conversely, Lemma 5.1.5 shows that, for any family (µj)j∈J of finite mea-

sures on (X,S), we obtain on
⊕̂

j∈JL
2(X,µj) a canonical spectral measure.

5.2 Spectral Integrals for Measurable Functions

Proposition 5.2.1. Let P : S → PH be a spectral measure on (X,S). Then
there exists a unique continuous linear map

P̂ : L∞(X,S)→ B(H)

with P̂ (χE) = P (E) for E ∈ S. This map is called the spectral integral and we
also write

P̂ (f) =

∫
X

f(x) dP (x). (5.2)

This map satisfies

(i) P̂ (f)∗ = P̂ (f), P̂ (fg) = P̂ (f)P̂ (g) and ‖P̂ (f)‖ ≤ ‖f‖∞ for f, g ∈
L∞(X,S). In particular, (P̂ ,H) is a representation of the commutative
C∗-algebra L∞(X,S) of all bounded measurable functions on (X,S).
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(ii) If (fn) is a bounded sequence in L∞(X,S) for which fn → f holds
pointwise on the complement of a subset N ∈ S with P (N) = 0, then

P̂ (fn)→ P̂ (f) in the strong operator topology.

Proof. (i) DecomposingH as a direct sum of cyclic subspaces (Remark 5.1.6), we
may w.l.o.g. assume thatH = L2(X,µ) for a finite measure µ and P (E)f = χEf
(Lemma 5.1.5). In this case (i) follows from Lemma 3.1.3.

The uniqueness of the spectral integral follows from the density of the sub-
space span{χE : E ∈ S} of step functions in L∞(X,S).

(ii) If the spectral measure is cyclic, hence equivalent to the canonical one
on some L2(X,P v), this follows from Lemma 3.1.3(iv). Since every spectral

measure is a direct sum of cyclic ones (Pj ,Hj)j∈J , it follows that P̂ (fn)v →
P̂ (f)v on the dense subspace

∑
j∈J Hj . Now the boundedness of (P (fn))n∈N

implies that this relation holds for every v ∈ H.

Remark 5.2.2. If P is a spectral measure on (X,S), then we obtain for each
v ∈ H a measure P v on (X,S). For each measurable function f ∈ L∞(X,S),
we then obtain the relations

〈P̂ (f)v, v〉 =

∫
X

f(x) dP v(x) (5.3)

‖P̂ (f)v‖2 =

∫
X

|f(x)|2 dP v(x). (5.4)

between usual integrals with respect to the measure P v and the spectral integrals
with respect to P . Note that (5.3) justifies the notation (5.2).

If f = χE is a characteristic function, then (5.3) reproduces simply the
definition of the measure P v, which implies the first relation for step functions
because both sides of (5.3) are linear in f . Since both sides define continuous
linear functionals on L∞(X,S)∣∣∣ ∫

X

f(x) dP v(x)
∣∣∣ ≤ ∫

X

|f(x)| dP v(x) ≤ ‖f‖∞P v(X) = ‖f‖∞‖v‖2

(cf. Proposition 5.2.1), and step functions form a dense subspace, both sides of
(5.3) coincide on all of L∞(X,S). The second relation now follows from (5.3):

‖P̂ (f)v‖2 = 〈P̂ (f)∗P̂ (f)v, v〉 = 〈P̂ (|f |2)v, v〉 =

∫
X

|f(x)|2 dP v(x).

Remark 5.2.3. An important but subtle point of the theory of non-discrete
spectral measures is the measurement of multiplicities. For a discrete spectral
measure P : S = 2X → PH, i.e., P (E) =

∑
x∈X P ({x}) for E ∈ S, the multi-

plicity of x ∈ X can simply be measured by dimHx for Hx := P ({x})H and P
leads to an orthogonal decomposition

H = ⊕̂x∈XHx.
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For non-discrete spectral measures the situation is more complicated. One way
to deal with this problem is to decompose H into cyclic subspaces

Hv := span{P (E)v : E ∈ S} ∼= L2(X,P v).

On this space the representation of the involutive semigroup (S, idS) is multi-
plicity free because (P (S)|Hv )′ ∼= L∞(X,P v) (Proposition 3.1.8) is commuta-
tive. Now H is a direct sum of such spaces Hv, so that one may count multiplic-
ities by comparing the measures P v. This problem is studied systematically in
Halmos’ nice book [Ha57] which is still one of the best reference for these issues.
[Nel69] also contains an excellent exposition of separable spectral multiplicity
theory and its applications).

5.3 Existence of Spectral Measures

The main result on the existence of spectral measures is the following theorem.
The first part is an immediate consequence of Lemma 3.1.3. The main point is
the existence in part (ii).

We recall from Appendix A.3 that for every commutative Banach ∗-algebra
A, the set

Â := Hom(A,C) \ {0}

of non-zero continuous ∗-homomorphisms χ : A → C, is a locally compact space
with respect to the topology of pointwise convergence on A.

Definition 5.3.1. If X is a locally compact space, then we call a Borel spectral
measure P on X regular if all the measures P v are regular.

Theorem 5.3.2. (Spectral Theorem for commutative Banach-∗-algebras) Let
A be a commutative Banach-∗-algebra. Then the following assertions hold:

(i) If P : B(Â)→ PH is a regular Borel spectral measure on the locally com-

pact space Â and â(χ) := χ(a) for a ∈ A, χ ∈ Â, then

πP (a) := P̂ (â) =

∫
Â
χ(a) dP (χ)

defines a non-degenerate representation of A on H.

(ii) If (π,H) is a non-degenerate representation of A, then there exists a

unique regular spectral measure P on Â with π = πP .

Proof. (i) Since the Gelfand transform G : A → C0(Â), a 7→ â is a (contractive)
homomorphism of Banach-∗-algebras (Appendix A.3) and the same holds for

the spectral integral P̂ : L∞(Â) → B(H) (Proposition 5.2.1), the composition

πP := P̂ ◦ G : A → B(H) is a representation of the Banach-∗-algebra A.
To see that the representation (πP ,H) is non-degenerate, we may w.l.o.g.

assume that the spectral measure is cyclic (Remark 5.1.6), which implies that



5.3. EXISTENCE OF SPECTRAL MEASURES 99

H ∼= L2(Â, µ) for some finite regular measure µ on Â and P (E)f = χEf

(Lemma 5.1.4). Since G(A) is dense in C0(Â) by the Stone–Weierstraß Theorem

(Remark A.3.2) and Cc(Â) is dense in L2(Â, µ) by Proposition 3.3.2, the relation

πP (a)1 = â implies that 1 is a cyclic vector for (πP , L
2(Â, µ)). Hence πP is non-

degenerate.
(ii)1 First we show that we may assume that A = C0(X) for some locally

compact space X. So let B := π(A). Then B is a commutative C∗-algebra and
π : A → B is a morphism of Banach-∗-algebras with dense range. In view of the
Gelfand Representation Theorem (Theorem A.3.1), B ∼= C0(Y ) for some locally

compact space Y . For y ∈ Y and δy(f) := f(y), we have π∗(δy) := δy ◦ π ∈ Â
because π∗(δy) 6= 0 follows from the fact that π has dense range. The so

obtained map π∗ : Y → Â is continuous because for each a ∈ A, the function
y 7→ π∗(δy)(a) = π(a)(y) is continuous. Moreover, it extends to an injective
continuous map

π∗ : Y ∪ {0} = Hom(B,C)→ Â ∪ {0} = Hom(A,C)

of compact spaces which therefore is a topological embedding. This implies that
π∗(Y )∪{0} is a compact subset of Â∪{0} so that Y ∼= π∗(Y ) is a closed subset

of Â. We may therefore assume that Y is a closed subset of Â, so that π obtains
the simple form π(a) = â|Y . If PB is a regular Borel spectral measure on Y

with P̂B(f) = f for f ∈ B ⊆ B(H), then PA(E) := PB(E∩Y ) is a regular Borel

spectral measure on Â (cf. Exercise A.1.6(d)), and for a ∈ A we have

P̂A(â) = P̂B(â|Y ) = π(a).

Replacing A by B, we may thus assume that A = C0(X) holds for some locally
compact space X.

Uniqueness: Next we show the uniqueness of the spectral measure. Let P
and Q be regular spectral measures with the desired properties. For v ∈ H we
then obtain two positive measures P v and Qv on Â with∫

Â
â(χ) dP v(χ) = 〈P̂ (â)v, v〉 = 〈π(a)v, v〉 =

∫
Â
â(χ) dQv(χ)

for a ∈ A. In view of the Riesz Representation Theorem, the regularity assump-
tion implies P v = Qv. Since each P (E) is uniquely determined by the numbers
P v(E) = 〈P (E)v, v〉, v ∈ H, the uniqueness of P follows.

Existence: Now we prove the existence. To this end, we decompose the rep-
resentation (π,H) into cyclic representations (πj ,Hj), j ∈ J (Proposition 1.3.10).
If we have for each j ∈ J a spectral measure P j with values on B(Hj) and

P̂j ◦ G = πj , then Lemma 5.1.5 implies that

P (E)v :=
(
Pj(E)vj

)
for v = (vj)j∈J ∈ H

1This part of the proof draws heavily from the theory of commutative Banach ∗-algebras
developed in Appendix A.3. Readers which are not familiary with this theory should consider
it as a sketch of a proof which gives a good impression of the main ideas behind this existence
result.
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defines a spectral measure. We may thus assume that the representation of
A = C0(X) is cyclic. Let v ∈ H be a cyclic vector, so that π(A)v is dense in
H. Then

πv : C0(X)→ C, f 7→ 〈π(f)v, v〉

is a positive functional, and the Riesz Representation Theorem provides a unique
regular Borel measure P v on X with

πv(f) =

∫
X

f(χ) dP v(χ) for f ∈ C0(X).

Next we show that H ∼= L2(X,P v). To this end, we consider the map

Φ̃: C0(X)→ H, a 7→ π(a)v. Then

〈Φ̃(a), Φ̃(b)〉 = 〈π(a)v, π(b)v〉 = 〈π(ab∗)v, v〉

= πv(ab∗) =

∫
X

a(x)b(x) dP v(x) = 〈a, b〉L2(X,Pv).

Hence the map L2(X,P v) 3 a→ π(a)v ∈ H is well defined and, since C0(X) is
dense in L2(X,P v) (Proposition 3.3.2), it extends to an isometric embedding

Φ: L2(X,P v)→ H,

which is surjective because π(A)v is dense. For each a ∈ A we have

〈π(a)v, v〉 = 〈a, 1〉L2(X,Pv) = 〈Φ(a),Φ(1)〉 = 〈π(a)v,Φ(1)〉,

so that Φ(1) = v.
Let ρ : L∞(X) → B

(
L2(X,P v)

)
denote the multiplication representation

from Lemma 3.1.3. For a, b ∈ A we then have

π(a)Φ(b) = π(a)π(b)v = π(ab)v = Φ(ab) = Φ(ρ(a)b).

In view of the density of C0(X) in L2(X,P v), Φ is an intertwining operator for
the representations ρ and π of A. We may thus assume that H = L2(X,P v).

Finally, let P (E)f = χEf denote the spectral measure on L2(X,P v) from

Lemma 5.1.4. For a ∈ A ∼= C0(X), we now have P̂ (a) = ρ(a). It remains to
show that, for f ∈ L2(X,P v), the measures

E 7→ P f (E) = 〈P (E)f, f〉 = 〈χEf, f〉 =

∫
E

|f(x)|2 dP v(x)

are regular, but this is a consequence of the following Lemma 5.3.3.

Lemma 5.3.3. If µ is a regular Borel measure on the locally compact space X
and f ∈ L2(X,µ), then the finite measure µf (E) :=

∫
E
|f(x)|2 dµ(x) is also

regular.
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Proof. Let E ⊆ X be a Borel set. We have to show that E is outer regular.
We may assume µ(E) < ∞ because otherwise there is nothing to show. Let
ε > 0. For n ∈ N we consider the sets Fn := {x ∈ X : |f(x)| ≥ n}. Then
µf (X \ Fn)→ µf (X) = ‖f‖22 implies that µf (Fn) ≤ ε for n ≥ Nε. If V ⊇ E is
an open subset with µ(V ) ≤ µ(E) + ε

N2
ε

, then we obtain for n = Nε:

µf (V \ E) = µf
(
(V ∩ Fn) \ E

)
+ µf

(
(V \ Fn) \ E

)
≤ µf (Fn) + µf

(
(V \ Fn) \ E

)
≤ ε+

ε

n2
n2 = 2ε.

This proves the outer regularity of E.

To see that each open subset U ⊆ X is inner regular, we argue similarly.

The proof of the preceding theorem directly implies the following:

Corollary 5.3.4. A representation (π,H) of a commutative Banach-∗-algebra
A is cyclic with cyclic vector v if and only if there exists a finite Radon measure
µ on the locally compact space Â such that (π,H, v) is unitarily equivalent to

the representation
(
πµ, L

2(Â, µ), 1
)

with πµ(a)f = â · f .

Lemma 5.3.5. Let (π,H) be a non-degenerate representation of the commu-

tative Banach-∗-algebra A and P : S = B(Â) → PH the corresponding regular

Borel spectral measure with P̂ (â) = π(a) for a ∈ A. Then

π(A)′′ = P (S)′′.

Proof. Clearly P (S)′′ is a von Neumann algebra in B(H), hence in particular
norm closed. Since it contains all operators P (E), E ∈ S, it contains the

operators P̂ (f) for all measurable step functions f : Â → C. As these form a

dense subspace of L∞(Â), we see that

π(A) = P̂ ({â : a ∈ A}) ⊆ P̂ (C0(Â)) ⊆ P̂ (L∞(Â)) ⊆ P (S)′′.

To prove the converse inclusion, we have to show that each P (E) is contained
in π(A)′′, i.e., that it commutes with π(A)′. In view of Exercise A.3.5, the unital
C∗-algebra π(A)′ is spanned by its unitary elements, so that it suffices to show
that P (E) commutes with all unitary elements u ∈ π(A)′. For any such unitary
element

Pu(E) := uP (E)u−1

defines a regular spectral measure with the property that, for a ∈ A, we have

P̂u(â) = uP̂ (â)u−1 = uπ(a)u−1 = π(a).

Therefore the uniqueness of the spectral measure representing π implies that
Pu = P , i.e., that each P (E) commutes with u.
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5.4 Applications to locally compact abelian groups

Any locally compact group G carries a left invariant Radon measure µG, called
the Haar measure of G. It is unique up to positive multiples. For G = Rn, this
is (any positive multiple of) Lebesgue measure and if G is discrete, the Haar
measure is simply the counting measure on G. With this measure, we can define
a Banach-∗-algebra L1(G) := L1(G,µG) by the convolution product

(f ∗ g)(x) :=

∫
G

f(y)g(y−1x) dµG(y) =

∫
G

f(xy)g(y−1) dµG(y). (5.5)

If G is abelian, the involution on L1(G) is simply given by

f∗(x) := f(x−1). (5.6)

Suppose that G is locally compact and abelian. Then each character χ ∈ Ĝ
defines a homomorphism

Γχ : L1(G)→ C, Γχ(f) :=

∫
G

f(g)χ(g) dµG(g),

and it turns out that we thus obtain a bijection

Γ: Ĝ→ L̂1(G)

(cf. Appendix A.6.6). The Spectral Theorem for commutative Banach-∗-algebras
now applies to L1(G), and this leads to a one-to-one correspondence between
continuous unitary representations (π,H) of G and regular spectral measures

on the locally compact space Ĝ. In particular, every unitary representation of
G is given in terms of such a spectral measure P as

πP (g) = P̂ (ĝ).

Combining this discussion with Theorem A.6.25 from the appendix, resp., with
Corollary 5.3.4, we obtain:

Corollary 5.4.1. (Cyclic representations of locally compact abelian groups)
A representation (π,H) of an abelian locally compact group G is cyclic if and

only if there exists a finite Radon measure µ on Ĝ such that (π,H) is equiva-

lent to the cyclic representation
(
πµ, L

2(Ĝ, µ), 1
)
, given by πµ(g)f = ĝ · f . In

particular, all these representations are continuous and cyclic.

Theorem 5.4.2. (Bochner’s Theorem) A continuous function ϕ on the locally
compact abelian group G is positive definite if and only if there exists a finite
Radon measure µ on Ĝ with ϕ = µ̂, where

µ̂(g) :=

∫
Ĝ

χ(g) dµ(χ)

is the Fourier transform of the measure µ. Then µ is uniquely determined by ϕ.
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Proof. We have already seen in Proposition 4.6.4 that ϕ is positive definite if and
only if ϕ = πv holds for a continuous cyclic unitary representation (π,H, v). In
view of Corollary 5.4.1, any such representation is equivalent to a representation
of the form (πµ, Ĝ, 1), where µ is a regular Borel measure on Ĝ and πµ(g)f = ĝf .
Now the assertion follows from

〈πµ(g)1, 1〉 = 〈ĝ, 1〉 =

∫
G

ĝ(χ) dµ(χ) = µ̂(g).

To see that µ is unique, we note that, for f ∈ Cc(G), we obtain with Fubini’s
Theorem the relation∫

G

f(g)ϕ(g) dµG(g) =

∫
G

∫
Ĝ

f(g)χ(g) dµ(χ) dµG(g)

=

∫
Ĝ

∫
G

f(g)χ(g) dµG(g) dµ(χ)

=

∫
Ĝ

Γχ(f) dµ(χ) =

∫
Ĝ

G(f) dµ.

Therefore the function ϕ determines the µ-integral of all functions in G(Cc(G)),

hence of all functions in C0(Ĝ), and this determines the Radon measure µ
uniquely.

The following theorem shows how spectral measures lead to unitary rep-
resentations of the group (R,+) and vice versa. It may be considered as a
classification of unitary one-parameter groups in terms of spectral measures on
R which provides important structural information.

Theorem 5.4.3. Let P : B(R)→ PH be a spectral measure. Then

π(t) := P̂ (eit idR) =

∫
X

eitx dP (x).

defines a continuous unitary representation π : R → U(H). Conversely, every
continuous unitary representation of R is of this form.

Proof. Since R→ U(L∞(X,C)), t 7→ eit idR is a homomorphism into the unitary
group of the C∗-algebra L∞(R,C) and tn → t implies eitnx → eitx pointwise,

it follows from Proposition 5.2.1 that π(t) := P̂ (eit idR) defines a continuous
unitary representation of R.

If, conversely, (π,H) is a continuous unitary representation of R, then Theo-

rem A.6.25 implies the existence of a spectral measure P on R̂ with π(t) = P̂ (t̂)

for t ∈ R. Identifying the locally compact character group R̂ with R in such a
way that t̂(x) = eitx (Example A.6.24), the assertion follows.

Exercises for Chapter 5

Exercise 5.4.1. Let P and Q be two commuting projections in PH. Show that PQ
is the orthogonal projection onto the closed subspace im(P ) ∩ im(Q).
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Exercise 5.4.2. (One-parameter groups of U(H))

(1) Let A = A∗ ∈ B(H) be a bounded hermitian operator. Then γA(t) := eitA

defines a norm-continuous unitary representation of (R,+).

(2) Let P : (X,S) → B(H) be a spectral measure and f : X → R a measurable

function. Then γf (t) := P̂ (eitf ) =
∫
R e

itf(x) dP (x) is a continuous unitary
representation of (R,+). Show that γf is norm-continuous if and only if f is
essentially bounded.

Exercise 5.4.3. Two representations (πj ,HJ), j = 1, 2, of an involutive semigroup
(S, ∗) are called disjoint if BS(H1,H2) = {0}.

Show that a family (πj ,Hj)j∈J of representations of (S, ∗) is pairwise disjoint and
multiplicity free if and only if their direct sum π := ⊕j∈Jπj is multiplicity free.

Exercise 5.4.4. Let (π,H) be a non-degenerate representation of the involutive semi-
group (S, ∗) on the separable Hilbert space H which is multiplicity free in the sene that
π(S)′ is commutative. Show that (π,H) is cyclic. Hint: Write H as a direct sum of
at most countably many cyclic representations (πj ,Hj , vj) with cyclic unit vectors
(vj)j∈J and find cj > 0 such that v :=

∑
j∈J cjvj converges in H. Now show that

v is a separating vector for π(S)′ and use Exercise 3.3.11. Note that the orthogonal
projections Pj onto Hj are contained in π(S)′.

Exercise 5.4.5. Let A ⊆ B(H) be a commutative von Neumann algebra, where H is
separable. Show that the following assertions are equivalent

(a) A is maximal commutative, i.e., A′ = A.

(b) The representation of A on H is multiplicity free, i.e., A′ is commutative.

(c) The representation of A on H is cyclic.

Hint: Use Exercise 5.4.4 for (b)⇒ (c) and for (b)⇒ (a) observe thatA′ is commutative
if and only if A′ ⊆ A′′ = A. For (c) ⇒ (b) use Corollary 5.3.4 to identify the cyclic

representations as some L2(Â, µ), and then Lemma 5.3.5 to see that in this case

the commutant is the commutative algebra L∞(Â, µ)′ = L∞(Â, µ) ⊆ B(L2(Â, µ))
(Proposition 3.1.8).

Exercise 5.4.6. Let X = {x1, . . . , xn} be a finite set and S = 2X be the σ-algebra
of all subsets of X. Show that:

(i) Spectral measures P : S → PH are in one-to-one correspondence with n-tuples
(H1, . . . ,Hn) of closed subspaces of H for which H = H1 ⊕ . . . ⊕ Hn is an
orthogonal direct sum. For the corresponding orthogonal projections Pj : H →
Hj ⊆ H this means that

1 =

n∑
j=1

Pj and PjPk = δjkPj ,

i.e., the Pj form a resolution of the identity.

(ii) Two spectral measures P : S→ PH and Q : S→ PK are unitarily equivalent if
and only if the Hilbert spaces P ({xj}) and Q({xj}) are isomorphic (=have the
same Hilbert dimension) for j = 1, . . . , n.

Exercise 5.4.7. Let H = Cn and A ∈ B(H) be a normal operator.
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(i) Describe the unique spectral measure P : 2SpecA → PH with A =
∫

SpecA
λ dP (λ)

(the spectral itegral) in terms of the eigenspaces of A.

(ii) Describe the spectral integral in terms of the decomposition ofH intoA-eigenspaces.

(iii) Which property of A corresponds to the multiplicity freeness of the spectral
measure?

(iv) When are two normal operators A,B ∈ B(H) unitarily equivalent?

Exercise 5.4.8. (A glimpse of spectral multiplicity theory) Let (X,S) be a measur-
able space and µ1, µ2 : S→ R+ be finite measures. We put µ := µ1 + µ2 and want to
compare the L2-spaces of µ1, µ2 and µ. Show that:

(i) We have an isometric embedding

η : L2(X,µ)→ L2(X,µ1)⊕ L2(X,µ2), f 7→ (f, f).

(ii) Suppose that µj = ρjµ with density functions ρj (their existence follows from the
Radon–Nikodym Theorem). Then the adjoint map η∗ : L2(X,µ1)⊕L2(X,µ2)→
L2(X,µ) has the form η∗(f1, f2) := ρ1f1 + ρ2f2. Conclude that L2(X,µ) =
ρ1L

2(X,µ1) + ρ2L
2(X,µ2).

(iii) The summation map η∗ has non-trivial kernel if and only if there exists an
E ∈ S with µ1(E) > 0 and µ2(E) > 0. If this is not the case, then we call the
two measures orthogonal: µ1⊥µ2. Hint: For any such E verify (−ρ2χE , ρ1χE) ∈
ker η∗ and if, conversely, (f1, f2) ∈ ker η∗ with f1 6= 0, consider E := {f1 6= 0}.

(iv) If µ1⊥µ2, then the canonical spectral measure on L2(X,µ1)⊕L2(X,µ2) is mul-
tiplicity free. Hint: η is a unitary equivalence with L2(X,µ).

(v) If µ1 and µ2 are equivalent, then P (S)′ ∼= L∞(X,µ) ⊗M2(C), i.e., we have a
representation of “multiplicity 2”.

One can show that in general one has a mixture of the situation under (iv) and
(v).
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Chapter 6

Stone’s Theorem

In this chapter we discuss the connection between a strongly continuous unitary
one-parameter group (Ut)t∈R, i.e., a continuous unitary representation of R and
its infinitesimal generator defined by

Av := −i d
dt

∣∣
t=0

Utv

whenever the right hand side exists for v ∈ H. Although this is only the case on
a dense subspace D ⊆ H, the operator A : D → H determines the one-parameter
group (Ut)t∈R uniquely, hence deserves to be called its infinitesimal generator.
We shall see that it is self-adjoint in a sense that has to be made precise for
operators not defined on all of H.

6.1 Unbounded operators

Before we can study the infinitesimal generator of a unitary one-parameter
group, we have to develop some concepts related to “unbounded” operators,
i.e., operators not defined on all of H.

Definition 6.1.1. (a) Let H1 and H2 be Hilbert spaces. An (unbounded)
operator from H1 to H2 is a linear map A from a subspace D(A) ⊆ H1, called
the domain of A, to H2.

(b) The operator A is called densely defined if D(A) is a dense subspace of
H1. It is called closed if its graph Γ(A) := {(x,Ax) : x ∈ D(A)} is a closed
subset of H1 ×H2. We write

N (A) := ker(A) ⊆ D(A) and R(A) := im(A) ⊆ H2

for kernel and range of A.
(c) If A and B are operators from H1 to H2, then B is called an extension

of A if D(A) ⊆ D(B) and B|D(A) = A. We write A ⊆ B if B is an extension
of A. The operator A is called closable if it has a closed extension, i.e., if the

107
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closure Γ(A) of the graph of A is the graph of a linear operator which we then
call A.

(d) Suppose that A is a densely defined operator from H1 to H2. We define
the adjoint operator A∗ from H2 to H1 as follows. We put

D(A∗) = {w ∈ H2 : (∃u ∈ H1)(∀v ∈ D(A)) 〈Av,w〉 = 〈v, u〉}.

Then A∗w := u ∈ H1 satisfies 〈Av,w〉 = 〈v,A∗w〉 for all v ∈ D(A). Since
D(A) is dense, this relation determines A∗w uniquely. We thus obtain a linear
operator A∗ : D(A∗)→ H1 whose domain consists of those elements w ∈ H2 for
which the linear functional

v 7→ 〈Av,w〉, D(A)→ C

is continuous.
Note that A ⊆ B trivially implies B∗ ⊆ A∗.
(e) An operator A is called symmetric if it is densely defined with A ⊆ A∗,

and selfadjoint if A∗ = A. We say that A is essentially selfadjoint if it is closable
and A is selfadjoint.

Proposition 6.1.2. For a densely defined operator A from H1 to H2 the fol-
lowing assertions hold:

(i) For the unitary operator V : H2 ⊕ H1 → H1 ⊕ H2, V (x, y) = (−y, x), we
have

Γ(A∗) = V (Γ(A)⊥) = V (Γ(A))⊥.

(ii) A∗ is closed.

(iii) A∗ is densely defined if and only if A is closable, and in this case

A∗ = A
∗

and A = A∗∗.

(iv) If D(A) = H1, then the following are equivalent:

(1) A is bounded.

(2) A is closed.

(3) D(A∗) ⊆ H2 is dense.

Proof. (i) We endow H1 ×H2 with its natural Hilbert space structure given by

〈(a, b), (a′, b′)〉 := 〈a, a′〉+ 〈b, b′〉

for a, a′ ∈ H1 and b, b′ ∈ H2. Then (y, z) ∈ Γ(A∗) if and only if 〈Av, y〉 = 〈v, z〉
for all v ∈ D(A), i.e. if (−z, y) ∈ Γ(A)⊥.

(ii) follows immediately from (i) because orthogonal subspace are closed.
(iii) From (i) we know that

Γ(A) = Γ(A)⊥⊥ = V −1(Γ(A∗))⊥.
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Therefore an element of the form (0, w) is contained in Γ(A) if and only if
(w, 0)⊥Γ(A∗), which is equivalent to w ∈ D(A∗)⊥. That any such element w is
0 means that A is closable, so that D(A∗) is dense if and only if A is closable.

Assume that this is the case. Then Γ(A) = Γ(A) has the same orthogonal
space as Γ(A), so that

Γ(A∗) = V (Γ(A)⊥) = V (Γ(A)⊥) = Γ(A
∗
),

where the last equality follows from (i). This proves that A
∗

= A∗.
We also obtain

Γ(A) = Γ(A) = Γ(A)⊥⊥ = V −1(Γ(A∗))⊥ = Γ(A∗∗),

where the last equality follows by applying (i) to the operator A∗ from H2 to
H1 and V −1(v, w) = (w,−v). This proves A∗∗ = A.

(iv) The equivalence between (1) and (2) is the Closed Graph Theorem
([Ru73, Thm. 2.15]). It is also clear that (1) implies (3). So it remains to show
that (3) implies (2). In view of (iii), we see that A has a closed extension A.
But A is defined on H1, hence A = A, so that the graph of A is closed.

Examples 6.1.3. (a) Let (X,S, µ) be a measure space and f : X → C be
a measurable function. On the Hilbert space H = L2(X,µ) we consider the
operator Mf with

D(Mf ) := {h ∈ L2(X,µ) : fh ∈ L2(X,µ)} and Mfh = fh.

To see that D(Mf ) is dense, let Xn := {x ∈ X : |f(x)| ≤ n}. Then
χXnL

2(X,µ) ⊆ D(Mf ), and for h ∈ L2(X,µ) we have

‖h− χEnh‖22 =

∫
X\Xn

|h(x)|2 dµ(x)→ 0.

Therefore D(Mf ) is dense. For g, h ∈ D(Mf ) we have

〈Mfg, h〉 =

∫
X

fgh dµ = 〈g,Mfh〉.

For g ∈ H the map

D(Mf )→ C, h 7→ 〈Mfh, g〉 =

∫
X

fhg dµ

is continuous if and only if fg ∈ L2(X,µ). Therefore D(M∗f ) = D(Mf ) implies
that M∗f = Mf . In particular, Mf is selfadjoint if f(X) ⊆ R.

(b) Let H = `2(N,C) with the canonical ONB (en)n∈N. For a sequence
(λn)n∈N of complex numbers we define an operator T on H by

D(T ) := span{en : n ∈ N} and Tv = (λnvn).
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Then T is densely defined. We can also calculate its adjoint.
The condition that the map

D(T )→ C, y 7→ 〈Ty, v〉 =
∑
n∈N

λnynvn

is continuous, is equivalent to
∑
n∈N |λn|2 · |vn|2 <∞. Therefore

D(T ∗) =
{
v = (vn) ∈ H :

∑
n∈N
|λn|2|vn|2 <∞

}
and T ∗(vn) = (λnvn).

This shows that T is symmetric if and only if all numbers λn are real. Applying
the same argument to T ∗ (which is also densely defined), we see that T = T ∗∗

is given by the same formula as T :

T ∗∗(vn) = (λnvn).

(c) An important special case arises for the operator on H = L2(R) given by

(Qf)(x) = xf(x) and D(Q) =
{
f ∈ L2(R) :

∫
R
x2|f(x)|2 dx <∞

}
.

(d) We consider the Hilbert space H = L2(R) and the operator P with
D(P ) := C1

c (R) (continuously differentiable functions with compact support)
and Pf = if ′. Then P is densely defined (Exercise) and, for f, h ∈ D(P ), we
have

〈Pf, h〉 =

∫
R
if ′(x)h(x) dx =

∫
R
f(x)ih′(x) dx = 〈f, Ph〉,

according to the Product Rule, because, for sufficiently large R, we have∫
R

(ifh)′(x) dx =

∫ R

−R
(ifh)′(x) dx = if(R)h(R)− if(−R)h(−R) = 0.

Therefore P is symmetric. In this case it is slightly harder to calculate the
domain of its closure. Again, one can show that P ∗ = P ∗∗, so that P ∗ is a
selfadjoint extension of P .

Proposition 6.1.4. For any symmetric operator T on H with domain D(T ),
the following assertions hold:

(i) ‖Tx+ ix‖2 = ‖Tx‖2 + ‖x‖2 for x ∈ D(T ).

(ii) T is closed if and only if R(T + i1) is closed.

(iii) T + i1 is injective.

(iv) If R(T + i1) = H, then T has no proper symmetric extension.

(v) Statements (i)-(iv) remain correct if we replace i by −i.
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Proof. (i) follows from

‖Tx+ ix‖2 = ‖Tx‖2 + ‖x‖2 − i〈Tx, x〉+ i〈x, Tx〉 = ‖Tx‖2 + ‖x‖2.

(ii) In view of (i), the map R(T + i1)→ Γ(T ), (T + i1)x 7→ (x, Tx) is isometric.
Therefore R(T + i1) is closed, resp., complete if and only if this holds for the
graph of T . This implies (ii).
(iii) follows from (i).
(iv) Let T1 be a symmetric extension of T . Then T1 + i1 is an extension of
T + i1. In view of the bijectivity of T + i1, we obtain T1 = T .
(v) is clear.

Lemma 6.1.5. (Range-Kernel Lemma) For a densely defined operator T on H
we have

N (T ∗) = R(T )⊥.

In particular,

N (T ∗ + λ1) = R(T + λ1)⊥ for λ ∈ C.

Proof. In view of (T + λ1)∗ = T ∗ + λ1 (verify!), the second part follows from
the first one.

An element y ∈ H is contained in R(T )⊥ if and only if, for all v ∈ D(T ), we
have 〈Tv, y〉 = 0. This is equivalent to y ∈ D(T ∗) and T ∗y = 0.

Proposition 6.1.6. For a symmetric operator T on H, the following are equiv-
alent:

(i) T is selfadjoint.

(ii) T is closed and T ∗ ± i1 are both injective.

(iii) T is closed and T ± i1 both have dense range.

(iv) R(T ± i1) = H.

Proof. (i)⇒ (ii): According to Proposition 6.1.2(ii), the closedness of T follows
from T = T ∗. Since T is symmetric, the injectivity of T ∗ ± i1 = T ± i1 is a
consequence of Proposition 6.1.4(iii).
(ii) ⇒ (iii) follows from Lemma 6.1.5.
(iii) ⇒ (iv) follows from Proposition 6.1.4(ii),(v).
(iv) ⇒ (i): In view of T ⊆ T ∗, we only have to show that D(T ∗) ⊆ D(T ).
Let y ∈ D(T ∗). With (iv) we find x ∈ D(T ) with (T ∗ + i1)y = (T + i1)x.
Then T ⊆ T ∗ implies (T ∗ + i1)y = (T ∗ + i1)x, hence y = x ∈ D(T ), because
T ∗+ i1 is injective which in turn follows from the density of R(T − i1) and the
Range-Kernel Lemma 6.1.5.

Corollary 6.1.7. For a symmetric operator T on H, the follows are equivalent:

(i) T is essentially selfadjoint.
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(ii) T ∗ ± i1 are injective.

(iii) T ± i1 have dense range.

Proof. (i) ⇒ (ii): If T is essentially selfadjoint, then its closure T is selfad-

joint, so that T ∗ = T
∗

= T (Proposition 6.1.2(iii)). Hence (ii) follows from
Proposition 6.1.6(ii).

(ii) ⇒ (iii) follows from the Range-Kernel Lemma 6.1.5.
(iii) ⇒ (i): Our assumption implies in particular that the range of T ± i1

is dense. Moreover, T ⊆ T ∗ and the closedness of T ∗ imply T ⊆ T ∗ = T
∗

(Proposition 6.1.2), so that T is also symmetric. Now Proposition 6.1.6 implies
that T is selfadjoint.

The Spectral Integral for unbounded measurable functions

Proposition 6.1.8. Let P be a spectral measure on (X,S) and f : X → C a
measurable function. Then the following assertions hold for

D(f) := {v ∈ H : f ∈ L2(X,P v)}.

(i) D(f) is a dense subspace of H, and there exists a unique linear operator

P̂ (f) : D(f)→ H with 〈P̂ (f)v, v〉 =

∫
X

f(x) dP v(x)

for v ∈ D(f). If f is bounded, then D(f) = H.

(ii) D(f) = D(f) and P (f)∗ = P (f).

(iii) If f(X) ⊆ T, then P (f) is unitary, and if f(X) ⊆ R, then P (f) is selfad-
joint.

Proof. Decomposing into cyclic subspaces for P , we see with Lemma 5.1.4(b)

that H ∼=
⊕̂

j∈JL
2(X,µj) with finite measures µj on (X,S) and P (E)(fj)j∈J =

(χEfj)j∈J for (fj) ∈ H.
(i), (ii) Write v = (vj) with vj ∈ L2(X,µj). Then

P v(E) =
∑
j∈J

P vj (E) =
∑
j∈J

∫
E

|vj(x)|2 dµj(x)

implies that ∫
X

|f(x)|2 dP v(x) =
∑
j∈J

∫
X

|f(x)|2|vj(x)|2 dµj(x).

Therefore v ∈ D(f) is equivalent to fvj ∈ L2(X,µj) for every j and ‖fv‖2 =∑
j∈J ‖fvj‖22 < ∞. Hence P̂ (f) : D(f) → H is the direct sum of the corre-

sponding multiplication operators Mf (h) = fh on the subspaces L2(X,µj) (cf.
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Examples 6.1.3(a)). Now Exercise 6.3.1 and Examples 6.1.3 imply that P̂ (f) is

densely defined and closed with P̂ (f)∗ = P̂ (f).

In view of the Polarization Identity, the operator P̂ (f) is uniquely determined
by the numbers

〈P̂ (f)v, v〉 =
∑
j∈J

∫
X

f(x)|vj(x)|2 dµj(x) =

∫
X

f(x) dP v(x), v ∈ D(f).

(iii) If f(X) ⊆ T, then all multiplication operators λf on L2(X,µj) are

unitary, so that P̂ (f) is also unitary. If f(X) ⊆ R, then f = f , (i) and (ii)

imply that P̂ (f) is selfadjoint.

Theorem 6.1.9. (Spectral Theorem for Selfadjoint Operators) If P : B(R)→
H is a spectral measure on R, then P (idR) is a selfadjoint operator, and for each
selfadjoint operator A on H there exists a unique regular Borel spectral measure
P on R such that A = P (idR).

Proof. (Sketch) The first part follows from Proposition 6.1.8(iii). The second
part is more difficult. The main idea is to use the Cayley transform to transform
A into a unitary operator C(A) := (A− i1)(A+ i1)−1 and then use the spectral
measure of C(A) on the circle T to obtain a spectral measure on R by the map
c : R → T, c(t) = (t − i)(t + i)−1. For the detailed proof we refer to [Ru73,
Thm. 13.30] (see also [Ne09]).

6.2 Infinitesimal generators of unitary
one-parameter groups

In this section we address the problem we prove Stone’s Theorem about uni-
tary one-parameter groups and their infinitesimal generators, which are (up to
multiplication with i) the, possibly unbounded, selfadjoint operators.

Definition 6.2.1. Let H be a Hilbert space and (Ut)t∈R be a strongly con-
tinuous unitary one-parameter group, i.e., a continuous unitary representation
U : R→ U(H). We define an unbounded operator A : D(A)→ H by

D(A) :=

{
v ∈ H : lim

t→0

1

t

(
Utv − v

)
exists

}
and Av := lim

t→0

1

it

(
Utv − v

)
.

This operator is called the infinitesimal generator of U and the elements of the
space D(A) are called differentiable vectors for U .

Lemma 6.2.2. For a continuous unitary one-parameter group (Ut)t∈R, the fol-
lowing assertions hold:

(a) The operator A is hermitian in the sense that

〈Av,w〉 = 〈v,Aw〉 for v, w ∈ D(A).
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(b) For every t ∈ R and v ∈ D(A), we have Utv ∈ D(A) and UtAv = AUtv.

(c) For v ∈ D(A), the curve γ(t) := Utv is the unique solution of the initial
value problem

γ(0) = v and γ′(t) = iAγ(t), t ∈ R. (6.1)

Proof. (a) For v, w ∈ D(A) we have

〈Av,w〉 =
d

dt

∣∣
t=0
− i〈Utv, w〉 =

d

dt

∣∣
t=0
〈v, iU−tw〉 = 〈v,Aw〉.

(b) For v ∈ D(A), we have

lim
h→0

1

h
(Ut+hv − Utv) = lim

h→0

1

h
(UtUhv − Utv) = Ut lim

h→0

1

h
(Uhv − v) = Ut(iAv).

In view of Ut+h = UhUt, the existence of this limit implies that Utv ∈ D(A) with
AUtv = UtAv, so that the curve γ(t) := Utv solves the initial value problem
(6.1).

(c) Suppose that γ : R → H satisfies the initial value problem (6.1), which
means implicitly that γ(R) ⊆ D(A), so that Aγ(t) makes sense. For w ∈ D(A)
and β(t) := U−tγ(t) we then have

1

h
(β(t+ h)− β(t))

= U−t−h

( 1

h
(γ(t+ h)− γ(t)− iAγ(t)

)
+ iU−t−hAγ(t) +

1

h
(U−t−h − U−t)γ(t).

Since (Us)s∈R is a bounded family of operators, we obtain

lim
h→0

U−t−h

( 1

h
(γ(t+ h)− γ(t)− iAγ(t)

)
= 0,

and therefore

lim
h→0

1

h
(β(t+h)−β(t)) = iU−tAγ(t)+−iAU−tγ(t) = iU−tAγ(t)+−iU−tAγ(t) = 0.

Therefore the curve β is differentiable with β′ = 0, and this implies that β is
constant. We thus obtain for every t ∈ R from β(t) = β(0) = v the relation
γ(t) = Utv.

Remark 6.2.3. (a) If A is a bounded hermitian operator, then Ut := eitA

defines a norm-continuous unitary one-parameter group with infinitesimal gen-
erator A. In fact, the estimate

‖eitA − 1− itA‖ ≤
∞∑
n=2

1

n!
|t|n‖A‖n = e|t|‖A‖ − 1− |t|‖A‖
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implies that

lim
t→0

Ut − 1

it
= A

holds in the norm topology.
(b) Given a symmetric operator A : D(A) → H, there is no guarantee that

a solution to the initial value problem (6.1) exists for every v ∈ D(A). As we
shall see below, this requires extra conditions on A.

(c) If D(A) = H, then the symmetry implies that A ⊆ A∗, so that Propo-
sition 6.1.2(iv) implies that A is bounded. The curves γ(t) := eitAv are the
unique solutions of the initial value problem

γ(0) = v and γ′(t) = iAγ(t), t ∈ R,

so that Lemma 6.2.2(c) implies that Ut = eitA for t ∈ R.

The preceding remark shows that A is unbounded if and only if there exists
non-differentiable vectors in H, i.e., D(A) 6= H. Here is a typical example where
this happens.

Example 6.2.4. On H = L2(R) we consider the continuous one-parameter
group given by (Utf)(x) = f(x+t) (Example 3.3.6). Then, for every f ∈ C1

c (R),
the limit

lim
t→0

1

t
(Utf − f) = f ′

exists uniformly on R and since the support of f is compact, the limit exists in
particular in L2(R). Therefore f ∈ D(A) and Af = −if ′. That A is unbounded
follows immediately by applying it to functions fn ∈ C1

c (R) with fn(x) = einx

for x ∈ [0, 1]

Theorem 6.2.5. (Stone’s Theorem for One-Parameter Groups, 1932) Let (Ut)t∈R
be a strongly continuous unitary one-parameter group and A : D := D(A) → H
be its infinitesimal generator. Then the following assertions hold:

(i) The space D of differentiable vectors is dense in H.

(ii) If D0 ⊆ D is dense and U -invariant, then A|D0
is essentially selfadjoint

and its closure coincides with A.

(iii) A is selfadjoint.

(iv) If (Vt)t∈R is another strongly continuous unitary one-parameter group with
the same generator A, then Ut = Vt for every t ∈ R.

Proof. (i) This is done by a mollifying argument. Let v ∈ H and T > 0. We

consider the element vT :=
∫ T

0
Utv dt. The integral exists because (Ut)t∈R is

strongly is strongly continuous, which further implies that∥∥∥ 1

T
vT − v

∥∥∥ =
∥∥∥ 1

T

∫ T

0

Utv − v dt
∥∥∥ ≤ sup

0≤t≤T
‖Utv − v‖ → 0 for T → 0.
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Therefore it suffices to show that vT ∈ D. The relation

UtvT − vT = Ut

∫ T

0

Usv ds−
∫ T

0

Usv ds =

∫ T

0

UsUtv ds−
∫ T

0

Usv ds

=

∫ T+t

t

Usv ds−
∫ T

0

Usv ds

=

∫ T+t

T

Usv ds−
∫ t

T

Usv ds−
∫ T

0

Usv ds

= UT

∫ t

0

Usv ds−
∫ t

0

Usv ds = UT vt − vt = (UT − 1)vt

implies that, for T > 0, we have

lim
t→0

1

t
(UtvT − vT ) = (UT − 1) lim

t→0

1

t
vt = (UT − 1)v.

(ii) We have already seen that A is symmetric (Lemma 6.2.2), and therefore
A0 := A|D0

is also symmetric. In view of the criterior for essential selfadjointness
(Corollary 6.1.7), we have to show that the operators A0± i1 have dense range.
If the range of A0 + i1 is not dense, there exists a vector 0 6= v ∈ R(A0 + i1)⊥.
As D0 is dense, there exists a w ∈ D0 with 〈v, w〉 6= 0. Then the differentiable
function f(t) := 〈Utw, v〉 satisfies

f ′(t) = i〈AUtw, v〉 = i〈(A+ i1)Utw, v〉+ 〈Utw, v〉 = 〈Utw, v〉 = f(t),

which leads to f(t) = f(0)et, contradicting |f(t)| ≤ ‖v‖‖w‖. We likewise see
that R(A0 − i1) is dense. This shows that A0 is a selfadjoint operator.

We postpone the proof of the relation A = A0 until we have proved (iii).
(iii) From (ii) it follows that A is essentially selfadjoint, so it remains to show

that A is closed. In Lemma 6.2.2 we have seen that, for v ∈ D(A), the curve
γ(t) := Utv is differentiable with derivative γ′(t) = UtiAv, which is continuous.
The Fundamental Theorem of Calculus thus leads to the relation

Utv − v =

∫ t

0

UsiAv ds.

To see that A is closed, let (vn) ∈ D(A) be a sequence for which (vn, Avn) →
(v, w) in H⊕H. We then obtain for each t ∈ R the relation

Utv − v = lim
n→∞

Utvn − vn = lim
n→∞

∫ t

0

UsiAvn ds =

∫ t

0

Usiw ds

and thus iAv = d
dt |t=0Utv = iw. We conclude that v ∈ D(A) with Av = w.

(ii) (continued) Now we show that A0 = A. We know from above that A0 is
selfadjoint and that A is selfadjoint, hence in particular closed. Thus A0 ⊆ A
implies A0 ⊆ A, so that

A = A∗ ⊆ A0
∗

= A0 ⊆ A
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(cf. Definition 6.1.1(d)).
(iv) For v ∈ D(A), the curve γ(t) = Vtv satisfies γ(0) = v and γ′(t) = iAγ(t),

so that Lemma 6.2.2(c) implies Vtv = Utv. As Vt and Ut are bounded operators
and D(A) is dense, it follows that Vt = Ut for every t ∈ R.

Lemma 6.2.6. Let (Ut)t∈R be a continuous unitary one-parameter group and
A be its infinitesimal generator. Suppose that H = ⊕j∈JHj is an orthogonal

decomposition into U -invariant subspaces and that U jt := Ut|Hj . Then A =

⊕j∈JAj is the direct sum of the infinitesimal generators Aj of (U jt )t∈R, i.e.,

D(A) =
{

(vj) ∈ H : (∀j) vj ∈ D(Aj),
∑
j∈J
‖Ajvj‖22 <∞

}
→ H, A(vj) := (Ajvj).

Proof. Let v = (vj)j∈J ∈ H. Then v ∈ D(A) clearly implies that vj ∈ D(Aj)
for every j ∈ J and that Av = (Ajvj). This means that that A ⊆ B := ⊕j∈JAj .
Since the operators Aj are selfadjoint by Stone’s Theorem, Exercise 6.3.1 shows
thatB is selfadjoint. We therefore haveB = B∗ ⊆ A∗ = A, and thus A = B.

Example 6.2.7. (a) Let (X,S, µ) be a measure space and consider the uni-
tary one-parameter group given by Uth = eitfh for some measurable function
f : X → R. We claim that its infinitesimal generator A coincides with the mul-
tiplication operator Mf from Example 6.1.3. To this end, let Xn := {|f | ≤ n}
and consider the subspace

D0 := {h ∈ L2(X,µ) : (∃n ∈ N)f |X\Xn = 0}.

Then, for each h ∈ D0, the curve t 7→ Uth is analytic, given by the convergent
exponential series, and we obtain Ah = fh = Mfh. Since D0 is invariant under
U , Theorem 6.2.5 implies that A = A0 for A0 := Mf |D0

. As Mf is closed, this
leads to A ⊆ Mf , and since it is selfadjoint, we obtain Mf = M∗f ⊆ A∗ = A,
which proves equality.

(b) Now let P : S→ PH be a spectral measure on (X,S) and f : X → R be a

measurable function. Then Ut := P̂ (eitf ) is a continuous unitary one-parameter
group by Proposition 5.2.1(ii).

We write H = ⊕̂j∈JL2(X,µj) as a direct sum of L2-spaces on which

P (E)(vj) = (χEvj) (Remark 5.1.6). Then Ut = (U jt ), where U jt h = eitfh
for h ∈ L2(X,µj). Now Lemma 6.2.6 implies that the infinitesimal generator of

U is ⊕j∈JMf = P̂ (f).

Corollary 6.2.8. For every seladjoint operator A on a Hilbert space H, there
exists a unique continuous unitary one-parameter group (Ut)t∈R with infinitesi-
mal generator A.

Proof. We know already from Stone’s Theorem that (Ut)t∈R is determined by
A, so it only remains to show existence.

From the Spectral Theorem for selfadjoint operators (Theorem 6.1.9), we

first obtain a regular spectral measure on (R,B(R)) with A = P̂ (idR). We now
put

Ut := P̂ (eit idR).
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Proposition 5.2.1(ii) then implies that U is a continuous unitary one-parameter

group and Example 6.2.7(b) shows that A = P̂ (idR) is its infinitesimal generator.

6.3 Invariant subspaces and analytic vectors

Remark 6.3.1. (a) If A is bounded, then a closed subspace K of the Hilbert
space H is A-invariant if and only if it is invariant under the corresponding
one-parameter group (Ut)t∈R, defined by Ut = eitA.

In fact, AK ⊆ K implies AnK ⊆ K for every n ∈ N, and therefore

Utv =

∞∑
n=0

1

n!
(it)nAnv ∈ K

for every v ∈ K and t ∈ R. Conversely, for v ∈ K, we have

Av = −i lim
t→0

1

t
(Utv − v) ∈ K.

(b) If A is unbounded, the situation is more subtle. What remains true is
that the invariance of K under (Ut) implies that

A(D(A) ∩ K) ⊆ K. (6.2)

However, this condition does not imply that K is invariant under the opera-
tors Ut.

A prototypical example is obtained by H = L2(R), (Utf)(x) = f(x− t) with
Af = if ′ for f ∈ C1

c (R), and K := L2([0, 1]). For every f ∈ K ∩ D(A) and
g ∈ L2(R) vanishing on [−ε, 1 + ε] for some ε > 0 we obtain

〈Utf, g〉 = 0 for |t| < ε

and therefore 〈Af, g〉 = 0. This implies that Af ∈ L2([0, 1]). On the other hand
UtL

2([0, 1]) = L2([t, 1+t]) shows that K is not invariant under the operators Ut.

The problem of deciding whether a closed subspace K ⊆ H is invariant
under (Ut) is a serious problem in many applications and it obviously is of
central importance in representation theory. The preceding remark shows that
the necessary invariance condition (6.2) under A|D(A)∩K is not sufficient.

Definition 6.3.2. We have already seen that D(A) is the space of those vectors
v for which the curve Utv is continuously differentiable. For k ∈ N∪ {∞, ω} we
write Dk(A) for the set of all elements v ∈ H for which the curve

γv(t) : R→ H, γv(t) := Utv

is of class Ck. The elements of Dk(A) are called Ck-vectors. For k = ∞ they
are called smooth vectors and for k = ω analytic vectors.
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Definition 6.3.3. If T and S are unbounded operators from H1 to H2 and
a ∈ C, then we define

(1) aT by D(aT ) := D(T ) and (aT )v = aTv if a 6= 0, and 0T := 0.

(2) D(T + S) := D(T ) ∩ D(S) with (T + S)v := Tv + Sv for v ∈ D(T + S).

(3) If S is an unbounded Operator from H2 to H3, then we define

D(ST ) := T−1
(
D(S)

)
and (ST )v := S

(
Tv
)
.

Remark 6.3.4. For k ∈ N, any v ∈ Dk(A) is contained in D(A), so that γ′v(t) =
iAUtv = Ut(iAv). We conclude that Av ∈ Dk−1(A). Iterating this procedure,
we see inductively that Dk(A) ⊆ D(Ak). Conversely, every v ∈ D(Ak) is a Ck-
vector. In fact, for k = 1 this is clear, and for k > 1, the relation γ′v(t) = Ut(iAv)
implies inductively that γ′v is Ck−1, so that γv is Ck. Therefore

Dk(A) = D(Ak) for k ∈ N.

Since this holds for any k ∈ N, we also obtain

D∞(A) =

∞⋂
k=1

D(Ak).

Clearly, Dω(A) ⊆ D∞(A), and for v ∈ Dω(A) Taylor’s Theorem implies
that, for some ε > 0, we have

Utv = γv(t) =

∞∑
n=0

tn

n!
γ(n)
v (0) =

∞∑
n=0

(it)n

n!
Anv for |t| < ε.

Conversely, if v ∈ D∞(A) satisfies

∞∑
n=0

εn

n!
‖Anv‖ <∞ for some ε > 0,

then the Taylor series of γv in 0 converges for |t| < ε to an analytic curve η
solving the initial value problem

η(0) = v, η′(t) = iAη(t),

so that Lemma 6.2.2(c) implies that η(t) = γv(t). This implies that γv is
analytic in a 0-neighborhood. From γv(t+ h) = Utγv(h), it now follows that γv
is analytic. This leads to the characterization

Dω(A) =
{
v ∈ H : (∃ε > 0)

∞∑
n=0

εn

n!
‖Anv‖ <∞

}
.

In particular, this space is determined completely in terms of the unbounded
operator A.
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The following proposition shows that the problem of passing from
“A-invariance” of a subspace to the invariance under the corresponding unitary
one-parameter group is due to the difference between smoothness and analytic-
ity which is absolutely crucial in the context of unbounded operators.

Proposition 6.3.5. Let (Ut)t∈R be a strongly continuous unitary one-parameter
group with infinitesimal generator A. Let K ⊆ H be a closed subspace for which
K ∩ Dω(A) is dense in K and Av ∈ K for every v ∈ K ∩ Dω(A). Then K is
invariant under (Ut)t∈R.

Proof. Let v ∈ K ∩ Dω(A) and ε > 0 be such that

∞∑
n=0

εn

n!
‖Anv‖ <∞.

We have seen in Remark 6.3.4 that, for |t| < ε, we have

Utv =

∞∑
n=0

(it)n

n!
Anv.

As K is closed and Anv ∈ K for every n ∈ N, it follows that Utv ∈ K. Now we
consider the closed subset

J := {t ∈ R : Utv ∈ K}.

The preceding argument shows that J is a neighborhood of 0. Applying the
same argument to the vectors Usv ∈ Dω(A), s ∈ J , we see that J is open.
Therefore the connectedness of R implies that J = R, so that Utv ∈ K for every
t ∈ R. As K ∩ Dω(A) is dense in K and each Ut is continuous, we obtained
UtK ⊆ K for t ∈ R.

Exercises for Chapter 6

Exercise 6.3.1. Let Aj : D(Aj)→ Hj be unbounded operators on the Hilbert spaces

Hj and H :=
⊕̂

j∈JHj . We define the unbounded operator A := ⊕j∈JAj on H by

D(A) :=
{

(vj) ∈ H : (∀j) vj ∈ D(Aj),
∑
j∈J

‖Ajvj‖22 <∞
}
→ H, A(vj) := (Ajvj).

Then the following assertions hold:

(i) A is closed if and only if each Aj is closed.

(ii) A is densely defined if and only if each Aj is densely defined.

(iii) A∗ = ⊕j∈JA∗j .
(iv) A is selfadjoint if and only if each Aj is selfadjoint.

Exercise 6.3.2. Let A : D(A) → H2 be a densely defined unbounded operator from
H1 to H2 and B : H1 → H2 be a bounded operator. Show that

(A+B)∗ = A∗ +B∗.



6.3. INVARIANT SUBSPACES AND ANALYTIC VECTORS 121

Exercise 6.3.3. On H = L2(T) we consider the unitary one-parameter group given
by

(Utf)(eis) = f(ei(s+t)x).

Show that the domain of its infinitesimal generator A can be described in terms of
Fourier series as

D(A) =
{∑
n∈Z

anen :
∑
n

n2|an|2 <∞
}
, where en(t) = eint.

Hint: Consider the dense Ut-invariant subspace D0 := span{en : n ∈ Z} and use
Exercise 6.1.3.

Exercise 6.3.4. (A symmetric operator which is not essentially selfadjoint) In H =
L2(T) we consider the subspace

D0 := span{en(z) = zn : n ∈ Z} and D1 := {f ∈ D0 : f(1) = 0}.

On D0 we consider the operators A0f := if ′ and A1 := A0|D1 . Show that:

(i) A0 is essentially selfadjoint.

(ii) A1 is symmetric.

(iii) The function f(eit) := t, for 0 ≤ t < 2π, is contained in the domain of A∗1. Hint:
Verify that (−i, f) ∈ Γ(A1)⊥.

(iv) For n 6= 0, the Fourier coefficients of f are of the form an = c
n

. Conclude that
f 6∈ D(A∗0), so that A∗1 ⊇ A∗0 is a proper extension and A1 is not essentially
selfadjoint.

Exercise 6.3.5. Consider on H := `2 = `2(N) the selfadjoint operator

A(xn) := (nxn), D(A) :=
{
x ∈ `2 :

∑
n

n2|xn|2 <∞
}
.

Describe the subspaces Dk(A) of Ck-vectors of A, resp., the corresponding unitary
one-parameter group Ut = eitA for k ∈ N ∪ {∞, ω}.

Exercise 6.3.6. Let H be a Hilbert space, a < b real numbers, and γ : [a, b]→ H be
a function. Show the following assertions by reducing them to the case H = R:

(i) If γ is differentiable and γ′ = 0, then γ is constant.

(ii) If α : [a, b] → H is continuous, then γ(t) :=
∫ t
a
α(s) ds is differentiable with

γ′ = α.

(iii) If γ is continuously differentiable, then γ(t) = γ(a) +
∫ t
a
γ′(s) ds.
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Chapter 7

Representations in Spaces
of Polynomials

In this section we take a closer look at representation of unitary and orthogonal
groups in spaces of polynomials. We start in with an elementary but useful
criterion for irreducibility in Section 7.1. This criterion implies easily that the
representation of the unitary group U(H) in the space Fd(H) of polynomials of

degree d is irreducible. As a consequence, F(H) =
⊕̂∞

d=0Fd(H) describes the
decomposition of the Fock space into irreducible representations of U(H).

If H = Cn is finite dimensional, then Fd(Cn) coincides with the space Pd of
homogeneous polynomials of degree d, so that our argument shows that Un(C)
acts irreducibly on this space. The situation becomes more complicated for
the action of the orthogonal group On(R) on the space of polynomials of a fixed
degree d on Rn. In Section 7.2 we show how the theory of harmonic polynomials
can be used to understand how the space Pd(Rn) decomposes under SOn(R).
This decomposition further leads to the decomposition of the representation of
SOn(R) on L2(Sn−1).

7.1 A Criterion for Irreducibility

The following criterion for irreducibility is often quite useful.

Proposition 7.1.1. (Subgroup criterion for irreducibility) Let G be a group,
K ⊆ G be a subgroup and suppose that the unitary representation (π,H) of G
is generated by a subspace F on which K acts irreducibly. Let (ρ,F) denote
the corresponding representation of K. If the multiplicity of ρ in π|K is 1, i.e.,
dimBK(F ,H) = 1, then π is irreducible.

Proof. Our assumption dimBK(F ,H) = 1 implies that BK(F ,F⊥) = {0},
so that the decomposition H = F ⊕ F⊥ is invariant under the commutant
BK(H) = π(K)′.

123
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Let E ⊆ H be a closed non-zero G-invariant subspace and P : H → E be the
orthogonal projection. Since P commutes with π(K), we have P (F) ⊆ F . Since
H is generated, as a unitary G-representation, by F , the representation of G on
E is generated by P (F), which implies that P (F) 6= {0}. As F is irreducible
under K, this leads to P (F) = F . We conclude that F ⊆ E , so that H = E
follows from the fact that F generates H. This proves that the representation
(π,H) is irreducible.

Since one-dimensional representations are irreducible, we obtain in particular
the following specialization.

Corollary 7.1.2. (Irreducibility criterion for cyclic representations) Let (π,H)
be a unitary representation of the group G, K ⊆ G a subgroup and χ : K → T
be a character. If the G-representation on H is generated by the subspace

HK,χ := {v ∈ H : (∀k ∈ K)π(k)v = χ(k)v}

and dimHK,χ = 1, then (π,H) is irreducible.

Example 7.1.3. Let H be a complex Hilbert space. We have already seen in
Proposition 4.5.3 that the unitary group U(H) has a continuous unitary repre-
sentation π(g)f := f ◦ g−1 on the subspace Fd(H) consisting of homogeneous
functions of degree d in the Fock space F(H). Recall that Fd(H) is a reproduc-
ing kernel Hilbert space with kernel

Kd(z, w) =
1

d!
〈z, w〉d.

Fix an ONB (ej)j∈J of H and write

T := {U ∈ U(H) : (∀j ∈ J)Uej ∈ Tej} ∼= TJ

for the corresponding “diagonal” subgroup. According to Proposition 4.5.3(ii),
the functions

pm(z) = zm =
∏
j∈J

z
mj
j , zj := 〈z, ej〉, |m| = d,

form an orthogonal basis of T -eigenvectors corresponding to different characters.
Since the kernel Kd is invariant under U(H), we have UKd

v = Kd
Uv for

v ∈ H. As U(H) acts transitively on the unit sphere S(H) (cf. Exercise 4.6.2)

and Kd
λv = λ

d
Kd
v , for any 0 6= v ∈ H, the element Kd

v ∈ Fd(H) is a U(H)-cyclic
vector.

Therefore Corollary 7.1.2, applied with K = T and F = CKd
ej for some

j ∈ J , shows that the representation of U(H) on Fm(H) is irreducible.

Remark 7.1.4. (a) The subgroup T1 acts on Fd(H) by multiples of the identity
π(t1) = t−d1.

(b) If dimH = n is finite, then Un(C) = T SUn(C) and (a) imply that the
representation of SUn(C) on Fd(Cn) is irreducible.
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For n = 2, we thus obtain a sequence πd, d ∈ N0, of irreducible unitary rep-
resentations on the spaces Fd(C2) of dimension d+ 1 (cf. Proposition 4.5.3(ii)),
and one can show that, up to equivalence, these are all the irreducible represen-
tations of the group SU2(C).

7.2 The Fock space F(Rn)

On Rn we consider the kernel K(x, y) = e〈x,y〉. Since this is the restriction of
the corresponding kernel on the complex Hilbert space Cn, the kernel K is also
positive definite (cf. Example 4.3.5(e)) and we write F(Rn) := HK ⊆ CRn for
the corresponding reproducing kernel Hilbert space, called the Fock space on
Rn.

Lemma 7.2.1. The restriction map

R : F(Cn)→ F(Rn), f 7→ f |Rn

is unitary.

Proof. We write K̃(z, w) = e〈z,w〉 for the corresponding kernel on Cn. We
consider the map

γ : Rd → F(Cn), γ(x) := K̃x.

We claim that γ(Rn) is total in F(Cn), i.e., that every function f ∈ F(Cn)
vanishing on Rn vanishes on Cn.

Let (e1, . . . , en) be the canonical ONB of Rn, resp., Cn. Then Proposi-
tion 4.5.3(ii) implies that, for every f ∈ F(Cn), the expansion of f with respect
to the orthogonal basis pm converges in F(Cn) and takes the form

f(z) =
∑
m

cmz
m,

so that it corresponds to the Taylor series of f in 0. In particular, all functions
in F(Cn) are analytic. If f vanishes on Rn, then all its Taylor coefficients vanish
(they can be obtained by real partial derivatives), and this implies that every
cm vanishes, i.e., f = 0.

We conclude that γ(Rn) is total in F(Cn), so that (Rn, γ,F(Cn)) is a real-
ization triple for the Fock kernel K, and thus

R : F(Cn)→ F(Rn), (Rf)(x) = 〈f, γ(x)〉 = f(x)

is unitary by the Realization Theorem 4.3.3.

Clearly, the Fock kernel K is invariant under the action of the orthogonal
group G := On(R), so that we obtain a unitary representation(

π(g)f
)
(x) = f(g−1x)
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of On(R) on F(Rn) (Proposition 4.4.5). It leaves the subspaces Fd(Rn) of func-
tions homogeneous of degree d invariant. We have already seen in Example 7.1.3
that the representations of Un(C) on the subspaces Fd(Cn) ∼= Fd(Rn) are irre-
ducible. The restriction of these representations to SOn(R), resp., On(R) are
in general not irreducible. The main goal of this section is to understand how
these finite dimensional representations decompose into irreducible ones.

In the following we write P` ∼= F`(Rn) for the subspace of homogeneous
polynomials of degree `.

Lemma 7.2.2. For ` ≥ 1, let

∂j :=
∂

∂xj
: P` → P`−1

be the partial derivatives and

Mj = Mxj : P`−1 → P`, (Mjf)(x) = xjf(xj)

be the multiplication operators. Then

M∗j = ∂j and ∂∗j = Mj .

Proof. Let K`(x, y) = 1
`! 〈x, y〉

` be the reproducing kernel of P`. Then

〈∂jK`
x,K

`−1
y 〉 = (∂jK

`
x)(y) =

`

`!
〈y, x〉`−1xj =

1

(`− 1)!
〈y, x〉`−1xj

= MjK
`−1
y (x) = 〈MjK

`−1
y ,K`

x〉 = 〈K`
x,MjK

`−1
y 〉.

This implies the assertion because the subset {K`
x : x ∈ Rn} is total in P`.

From Lemma 7.2.2 we immediately obtain:

Proposition 7.2.3. Let ∆ =
∑n
j=1 ∂

2
j be the Laplacian and

Mr2 =

n∑
j=1

M2
j

be the multiplication with r2 :=
∑n
j=1 x

2
j . Then the operators

∆: P`+2 → P` and Mr2 : P` → P`+2

are mutual adjoints for ` ∈ N0.

Lemma 7.2.4. Let π` be the representation of On(R) on P`. Then

π`(g) ◦∆ = ∆ ◦ π`+2(g) for g ∈ On(R).

Proof. From

(π(g)Mr2f)(x) = (Mr2f)(g−1x) = ‖g−1x‖2f(g−1x)

= ‖x‖2f(g−1x) =
(
Mr2

(
π(g)f

))
(x)

we derive π`+2(g) ◦Mr2 = Mr2 ◦ π`(g) for g ∈ On(R). With Proposition 7.2.3
we now get

∆ ◦ π`+2(g)−1 = M∗r2 ◦ π`+2(g)∗ = π`(g)∗ ◦M∗r2 = π`(g)−1 ◦∆.
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7.2.1 Harmonic Polynomials and Spherical Harmonics

We consider the space P =
⊕∞

`=0 P` = P(Rn) ⊆ F(Rn) of complex-valued
polynomial functions on Rn. We write

H` := {f ∈ P` : ∆f = 0}

for the subspace of harmonic polynomials of degree ` and note that H0 = P0

and H1 = P1.

Lemma 7.2.5. For ` ≥ 2, we have

dimP` =

(
`+ n− 1

n− 1

)
and dimH` =

(
`+ n− 2

n− 2

)
+

(
`+ n− 3

n− 2

)
.

Proof. In P` the monomials

xm = xm1
1 · · ·xmnn , m = (m1, . . . ,mn), |m| = m1 + . . .+mn = `

form a basis. The number of possibilities to write ` as a sum of n elements of
N0 coincides with the number of possibilities to delete n−1 elements from a set
with `+ n− 1 elements. This implies the first formula.

Now let f ∈ P`. We write

f(x) =
∑̀
k=0

xkn
k!
fk(x1, . . . , xn−1), (7.1)

where every fk is homogeneous of degree `− k. Then

∆f =
∑̀
k=2

xk−2
n

(k − 2)!
fk(x1, . . . , xn−1) +

∑̀
k=0

xkn
k!

(∆fk)(x1, . . . , xn−1)

=

`−2∑
k=0

xkn
k!
fk+2(x1, . . . , xn−1) +

`−2∑
k=0

xkn
k!

(∆fk)(x1, . . . , xn−1). (7.2)

Therefore ∆f = 0 is equivalent to

fk+2 = −∆fk for k = 0, . . . , `− 2. (7.3)

If, conversely, f0 ∈ P`(Rn−1) and f1 ∈ P`−1(Rn−1) and we definefk for k =
2, . . . , ` inductively by (7.3), then (7.1) defines a harmonic polynomial f of
degree `. This proves the second formula.

Lemma 7.2.6. The space H` is invariant under the action of On(R) on P`.

Proof. In view of Lemma 7.2.4, the Laplacian ∆ intertwines the representation
of On(R) on P` with the representation on P`−2. In particular, the kernel H`
of ∆ on P` is invariant.
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Proposition 7.2.7. For n ≥ 3, the representation of SOn(R) on H` is irre-
ducible.

Proof. Let G = SOn(R) and en ∈ Rn be the last basis vector. We consider the
subgroup

H := {h ∈ G : hen = en}
and identify H with the group SOn−1(R) by considering the restriction of h ∈ H
to the (n−1)-dimensional subspace e⊥n

∼= Rn−1. We now verify the assumptions
of Corollary 7.1.2 for the trivial character χ = 1.

Let f ∈ H` be fixed by H. We write

f =
∑̀
j=1

1

j!
xjnfj(x1, . . . , xn−1) with fj ∈ P`−j(Rn−1).

Since this expansion is unique and compatible with the action of H, we see with
hen = en for h ∈ H that H fixes f0, . . . , f`. In view of the assumption n ≥ 3,
we have n − 1 ≥ 2 and the group H = SOn−1(R) acts transitively on the unit
sphere Sn−1 = {x ∈ Rn−1 : ‖x‖ = 1}. Therefore fj is constant on Sn−1, so that
its homogeneity implies that fj(x) = c‖x‖`−j for some c ∈ C.

If ` is odd, then f0 = 0 follows from the smoothness of f0.1 The proof of
Lemma 7.2.5 shows that fk+2 = −∆fk. Therefore f2j = 0 for every j and
f2j+1 is determined by f1. Since f1 is a multiple of ‖x‖`−1, it follows that the
dimension of the space HH` of H-fixed vectors in H` is bounded by 1. If ` is
even, we argue similarly.

Now let f = K`
en , where K`

x(y) = 1
`! 〈y, x〉

`. Then f(y) = 1
`!y

`
n ∈ P` is

H-invariant and this carries over to P (f), where P : P` → H` is the orthogonal
projection. On the other hand π(g)f = K`

gen and thus

π(G)f = {K`
x : ‖x‖ = 1}.

In view of K`
λx = λdK`

x, this set is total in P`. Consequently P (f) is G-cyclic
in H`. Now the assertion follows from Corollary 7.1.2.

Remark 7.2.8. For the special case n = 3, we get

dimH` =

(
`+ 1

1

)
+

(
`

1

)
= 2`+ 1.

Therefore H` carries a 2`+ 1-dimensional irreducible unitary representation of
SO3(R). One can show that every irreducible unitary representation of SO3(R)
is equivalent to one of these.

Remark 7.2.9. We consider the case n = 2 in the situation of Proposition 7.2.7.
For n = 2 we obtain for ` ≥ 2 that dimH` = 2 (Lemma 7.2.5). This also holds
for ` = 1. A basis for this space is obtained by

f(x, y) = (x+ iy)` and f(x, y) = (x− iy)`.

1It suffices to consider the restriction to a one-dimensional line, where h(x) := |x|` satisfies
h(`)(x) = `! sgn(x) for 0 6= x.
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One readily verifies that these functions are eigenfunctions of SO2(R). They are
exchanged by the reflection in the x-axis. This shows that the representation of
O2(R) on H` is irreducible, whereas the restriction to SO2(R) decomposes into
two summands. In particular, Proposition 7.2.7 does not extend to n = 2.

We have already seen some irreducible subrepresentations for SOn(R) on
P(Rn). We now use them to obtain the complete decomposition.

Lemma 7.2.10. Let

D := Mr2∆: P` → P`.

Then P` = H` ⊕ imD is an orthogonal On(R)-invariant decomposition.

Proof. In view of Proposition 7.2.3, the operator D := Mr2∆ is selfadjoint. We
thus have an orthogonal decomposition

P` = kerD ⊕ imD.

Further, D commutes with the action of On(R) (Corollary ??). Therefore the
subspaces kerD and imD are On(R)-invariant. As the operator Mr2 is injective,
we obtain kerD = H`.

Lemma 7.2.11. For ` ≥ 2, the map ∆: imD → P`−2 is bijective and commutes
with On(R).

Proof. That ∆ commutes with the actions of On(R) follows from Lemma ??. As
(ker ∆)∩P` = H`, the intersection of ker ∆ with imD is trivial (Lemma 7.2.10).
Further,

dim(imD) = dimP` − dimH`

=

(
`+ n− 1

n− 1

)
−
(
`+ n− 2

n− 2

)
−
(
`+ n− 3

n− 2

)
=

(
`+ n− 2

n− 1

)
−
(
`+ n− 3

n− 2

)
=

(
`+ n− 3

n− 1

)
= dimP`−2.

Counting dimensions, it follows that the map ∆: imD → P`−2 is also bijective.

We now combine the results obtained so far:

Theorem 7.2.12. Let n ≥ 3. Under SOn(R), the space P` decomposes as

P` =

[`/2]⊕
j=0

r2jH`−2j
∼= H` ⊕H`−2 ⊕ . . .⊕

{
P0 = H0, for ` ∈ 2Z
P1 = H1, for ` ∈ 2Z + 1.
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Proof. Combining Lemmas 7.2.10 and 7.2.11, we see that

P` = H` ⊕ r2P`−2
∼= H` ⊕ P`−2.

Now the assertion follows by induction.

Remark 7.2.13. Considering the space P = P(Rn) of all polynomials and
H = ⊕∞`=0H` the subspace of harmonic polynomians, the decomposition in the
preceding theorem can also be formulated as the assertion that the multiplica-
tion map

C[r2]⊗H → P, f ⊗ h 7→ f · h

is a linear bijection.

7.2.2 The representation of SOn(R) on L2(Sn−1)

The following elementary lemma provides a very direct way to describe the
surface measure on the sphere in terms of Lebesgue measure.

Lemma 7.2.14. (The invariant measure on Sn−1) Let Bn ⊆ Rn be the closed
unit ball. Then ∫

Sn−1

f(x) dµ(x) =

∫
Bn
‖x‖f

(
x

‖x‖

)
dx

defines an On(R)-invariant measure on Sn−1.

With Proposition 3.3.4 we now obtain a continuous unitary representation of
On(R) on L2(Sn−1) := L2(Sn−1, µ). Using the results of the preceding subsec-
tion, we can now describe how this representation decomposes into irreducible
ones. To this end, we write Y` ⊆ C(Sn−1) for the space of restrictions of the
space H` of harmonic polynomials of degree ` to the sphere. The elements of
this space are called spherical harmonics of degree `.

Theorem 7.2.15. For n ≥ 3, the representation of SOn(R) on L2(Sn−1) de-
composes as follows into irreducible subrepresentations:

L2(Sn−1) =
⊕̂

`∈N0

Y`.

Proof. Since the restriction map C(Rn) → C(Sn−1) commutes with the action
of SOn(R), the subspaces Y` of L2(Sn−1) are irreducible under SOn(R) (The-
orem 7.2.12). With Lemma 7.2.5, we see that dimH`+1 > dimH`. Therefore
the subrepresentation on Y` are pairwise inequivalent and therefore orthogonal
(Corollary 2.2.4).

Since the algebra P of polynomials separates the points of Sn−1 and is in-
variant under conjugation, the Stone–Weierstraß Theorem implies that the re-
striction map R : P → C(Sn−1) has dense range. This implies that its range is
also dense in L2(Sn−1) (cf. Proposition 3.3.2).
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From Theorem 7.2.12 and the following remarks, we recall that

P =

∞⊕
j=0

∞⊕
`=0

r2jH`.

As the functions r2j restrict to constant functions on the sphere, we derive that

R(P) =

∞∑
`=0

Y`,

which shows that
∑∞
`=0 Y` is dense in L2(Sn−1). This completes the proof.

Remark 7.2.16. For n = 2, the group SO2(R) ∼= T acts on S1 by rotations.
Therefore the decomposition of L2(S1) ∼= L2(T) is given by expansion in Fourier
series (cf. Example 2.2.11).

For a more detailed discussion of spherical harmonics on S2 and the connec-
tion to Legendre polynomials and functions, we refer to [BtD85, §II.10].

Exercises for Chapter 7

Exercise 7.2.1. Let Vn = Pn(C2) be the space of homogeneous polynomials of degree

n on C2 with reproducing kernelK(z, w) = 〈z,w〉n
n!

and recall the unitary representation
of SU2(C) on this space by

(
π(g)f

)
(x) = f(g−1.x). The same formula defines a

representation of SL2(C) which is not unitary. We want to calculate the complex
linear extension (dπ)C : sl2(C) = su2(C)C → gl(Vn) of the derived representation.
Show that:

(a) For X =

(
0 1
0 0

)
, we have (dπ)C(X) = −z2

∂
∂z1

.

(b) For Y =

(
0 0
1 0

)
, we have (dπ)C(Y ) = −z1

∂
∂z2

.

(c) For H =

(
1 0
0 −1

)
we have (dπ)C(H) = −z1

∂
∂z1

+ z2
∂
∂z2

.

(d) (dπ)C(Z)∗ = (dπ)C(Z∗) for Z ∈ sl2(C).

(e) Find the matrices for these operators in the basis consisting of monomials.

Exercise 7.2.2. We identify Cn with R2n, so that the scalar product on Cn takes the
form

〈(p, q), (p′, q′)〉 = 〈p, p′〉+ 〈q, q′〉+ i(〈q, p′〉 − 〈p, q′〉).
Recall the unitary representation of the Heisenberg group

Heis(R2n) := R× R2n, (t, q, p)(t′, q′, p′) :=
(
t+ t′ − 〈p, q′〉 − 〈p′, q〉, q + q′, p+ p′

)
on F(Cn) by

(π(t, q, p)f)(z) = eit+〈z,q+ip〉−
1
2

(‖p‖2+‖q‖2)f(z − q − ip).

We want to calculate the derived representation on functions in H∞. Show that:
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(a) For Z := (1, 0, 0), we have dπ(Z) = i1.

(b) For Qj = (0, ej , 0), we have dπ(Qj) = zj − ∂
∂zj

.

(c) For Pj = (0, 0, ej), we have dπ(Pj) = −izj − i ∂
∂zj

.

(d) Verify the commutator relations:

[Qj , Pk] = 2δjkZ, [Qj , Qk] = [Pj , Pk] = 0, [Qj , Z] = [Pj , Z] = 0.



Chapter 8

Unitary Representations of
Lie Groups

In this final chapter we briefly discuss some specific aspects of unitary repre-
sentations of Lie groups. We shall develop the concepts in such a way that
everything remains true for infinite dimensional Lie groups.

8.1 Infinite dimensional Lie groups

The main difference between finite and infinite dimensional Lie groups are the
corresponding categories of smooth manifolds. In principle, one could develop
a theory of smooth manifolds for which the model spaces are general (real)
topological vector spaces, but in this general context one runs into difficulties,
such as the non-validity of the Fundamental Theorem of Calculus. It turns out
that a sufficiently general context is provided by model spaces which are locally
convex in the sense that 0 has a neighborhood basis consisting of convex sets.

Definition 8.1.1. (a) Let E and F be locally convex spaces, U ⊆ E open and
f : U → F a map. Then the derivative of f at x in the direction h is defined as

df(x)(h) := (∂hf)(x) :=
d

dt

∣∣
t=0

f(x+ th) = lim
t→0

1

t
(f(x+ th)− f(x))

whenever it exists. The function f is called differentiable at x if df(x)(h) exists
for all h ∈ E. It is called continuously differentiable, if it is differentiable at all
points of U and

df : U × E → F, (x, h) 7→ df(x)(h)

is a continuous map. This implies that the maps df(x) are linear (cf. [GN,
Lemma 2.2.14]). The map f is called a Ck-map, k ∈ N∪{∞}, if it is continuous,
the iterated directional derivatives

djf(x)(h1, . . . , hj) := (∂hj · · · ∂h1
f)(x)

133
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exist for all integers 1 ≤ j ≤ k, x ∈ U and h1, . . . , hj ∈ E, and all maps
djf : U × Ej → F are continuous. As usual, C∞-maps are called smooth.

(b) If E and F are complex locally convex spaces, then f is called complex
analytic if it is continuous and for each x ∈ U there exists a 0-neighborhood V
with x+V ⊆ U and continuous homogeneous polynomials βk : E → F of degree
k such that, for each h ∈ V , we have

f(x+ h) =

∞∑
k=0

βk(h),

as a pointwise limit. The map f is called holomorphic if it is C1 and, for each
x ∈ U , the map df(x) : E → F is complex linear. If F is sequentially complete,
then f is holomorphic if and only if it is complex analytic ([BS71, Ths. 3.1,
6.4]).

(c) If E and F are real locally convex spaces, then we call a map f : U → F ,
U ⊆ E open, real analytic or a Cω-map, if for each point x ∈ U there exists
an open neighborhood V ⊆ EC and a holomorphic map fC : V → FC with
fC|U∩V = f |U∩V . The advantage of this definition, which differs from the one
in [BS71], is that it also works nicely for non-complete spaces. Any analytic
map is smooth, and the corresponding chain rule holds without any condition
on the underlying spaces, which is the key to the definition of analytic manifolds
(see [Gl02] for details).

Once the concept of a smooth map between open subsets of locally convex
spaces and the Chain Rule are established (cf. [Ne06], [GN]), it is clear how to
define a locally convex smooth manifold. A (locally convex) Lie group G is a
group equipped with a smooth manifold structure modeled on a locally convex
space for which the group multiplication and the inversion are smooth maps.
We write 1 ∈ G for the identity element. Then each x ∈ T1(G) corresponds to
a unique left invariant vector field xl with xl(1) = x. The space of left invariant
vector fields is closed under the Lie bracket of vector fields, hence inherits a
Lie algebra structure. In this sense we obtain on g := T1(G) a continuous Lie
bracket which is uniquely determined by [x, y] = [xl, yl](1) for x, y ∈ g. We shall
also use the functorial notation L(G) := (g, [·, ·]) for the Lie algebra of G. The
adjoint representation Ad: G→ Aut(g) of G on g is defined by Ad(g) := T1(cg),
where cg(x) = gxg−1 is the conjugation map. The adjoint action is smooth and
each Ad(g) is a topological isomorphism of g. If g is a Fréchet, resp., a Banach
space, then G is called a Fréchet-, resp., a Banach–Lie group.

A smooth map expG : g→ G is called an exponential function if each curve
γx(t) := expG(tx) is a one-parameter group with γ′x(0) = x. The Lie group
G is said to be locally exponential if it has an exponential function for which
there is an open 0-neighborhood U in g mapped diffeomorphically by expG onto
an open subset of G. If, in addition, G is an analytic Lie group (an analytic
manifold with analytic group operations) and the exponential function is an
analytic diffeomorphism in a 0-neighborhood, then G is called a BCH–Lie group
(for Baker–Campbell–Hausdorff). The class of BCH–Lie groups contains in
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particular all Banach–Lie groups, which includes the class of finite dimensional
Lie groups ([Ne06, Prop. IV.1.2]).

Not every Lie group G has an exponential function and it is still an open
problem to show the existence of an exponential function if the model space,
resp., the Lie algebra g, is a complete space.

We refer to [Ne06] and [GN] for more details on the following classes of
examples of infinite dimensional Lie groups.

Example 8.1.2. (a) For a unital Banach algebra A, the unit group A× is a
Banach–Lie group with Lie algebra (A, [·, ·]) and exponential function

expx =

∞∑
n=0

xn

n!
.

If A is a C∗-algebra, then its unitary group U(A) is a Banach–Lie group
with Lie algebra

u(A) = {x ∈ A : x∗ = −x}.

(b) If K is a Lie group and M a compact smooth manifold, then G :=
C∞(M,K) is a Fréchet–Lie group with Lie algebra g := C∞(M, k). If
expK : k→ K is an exponential function for K, then

expG : g→ G, ξ 7→ expK ◦ξ

is an exponential function of G.
(c) If M is a compact smooth manifold, then G := Diff(M) is a Fréchet–Lie

group with Lie algebra V(M), the Lie algebra of smooth vector fields on M and
exponential function

exp: V(M)→ Diff(M), exp(X) = ΦX1 (time-1-flow).

If dimM > 0, then this Lie group is not locally exponential, so that one cannot
obtain charts from the exponential function. One can also show that it is not
analytic.

8.2 The derived representation

Let G be a Lie group with Lie algebra g = L(G) and exponential function
exp: g→ G. To study unitary representations of G, we have to specify smooth-
ness properties of the representation to make the passage between group and
Lie algebra work.

Definition 8.2.1. Let (π,H) be a unitary representation of G. We call an
element v ∈ H a smooth vector if the orbit map

πv : G→ H, g 7→ π(g)v

is a smooth map. The space of smooth vectors is denoted H∞.
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If G is an analytic Lie group, we call v an analytic vector if the orbit map

πv : G→ H, g 7→ π(g)v

is analytic. For BCH–Lie groups G, this is equivalent to the analyticity of the
map πv ◦ exp: g → H. Note that the latter condition also makes sense if G is
not analytic.

The representation (π,H) is said to be smooth if H∞ is dense and it is called
analytic if the smaller subspace Hω is dense.

Definition 8.2.2. (The derived representation) For v ∈ H∞ and x ∈ g we put

dπ(x)v :=
d

dt

∣∣
t=0

π(exp tx)v

and consider
dπ(x) : H∞ → H

as an unbounded operator on H.

Proposition 8.2.3. (The derived representation)

(i) The subspace H∞ is invariant under π(G) and

dπ(Ad(g)x) = π(g)dπ(x)π(g)−1 for g ∈ G, x ∈ g.

(ii) dπ(x)H∞ ⊆ H∞.

(iii) dπ : g→ End(H∞) is a representation of g on H∞.

(iv) If π is smooth, i.e., H∞ is dense, then the operators idπ(x) are essentially
selfadjoint.

(v) If G is locally exponential and connected, then any smooth unitary repre-
sentation of G is uniquely determined by its derived representation.

The representation (dπ,H∞) is called the derived representation of (π,H).

Proof. (i) For v ∈ H∞ and g ∈ G, the function πv ◦ ρg = ππ(g)v, ρg(h) = hg, is
also smooth. Therefore π(g)v is also a smooth vector. We further have

π(g)π(exp tx)π(g−1)v = π(g(exp tx)g−1)v = π(exp(Ad(g)tx))v,

so that (i) follows by taking derivatives in t = 0.
(ii) and (iii): We consider the embedding

η : H∞ → C∞(G,H), η(v) := πv, πv(g) = π(g)v.

Then we obtain for the left invariant vector field xl(g) = gx on G that

(xlπ
v)(g) =

d

dt

∣∣
t=0

π(g)π(exp tx)v = π(g)dπ(x)v.
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Since the function xlπ
v is also smooth, dπ(x)v is a smooth vector by (ii). We

also obtain the relation
xlπ

v = πdπ(x)v,

which leads to

πdπ([x,y])v = [x, y]lπ
v = xlylπ

v − ylxlπv = πdπ(x)dπ(y)v−dπ(x)dπ(y)v.

Evaluating in g = 1, we obtain

dπ([x, y])v = [dπ(x), dπ(y)]v,

which proves (iii).
(iv) Since −idπ(x) is the restriction of the infinitesimal generator of the uni-

tary one-parameter group π(exp tx) to the dense subspaceH∞ and this subspace
is invariant under π(exp tx) by (i), this follows from Stone’s Theorem 6.2.5(ii).

(v) follows from (iv) and the uniqueness assertion in Stone’s Theorem which
ensures that the restriction of π to each one-parameter group exp(Rx) is uniquely
determined by the derived representation dπ. The assertion now follows from
G = 〈exp g〉, which holds for any locally exponential connected Lie group G be-
cause the subgroup 〈exp g〉 generated by the image of the exponential function
is open.

Definition 8.2.4. Let g be a real Lie algebra and D be a complex pre-Hilbert
space. Then a homomorphism ρ : g → gl(D) of Lie algebras is called a unitary
representation if the operators ρ(x), x ∈ g, are skew-symmetric, i.e.,

〈ρ(x)v, w〉 = −〈v, ρ(x)w〉 for x ∈ g, v, w ∈ D.

Although the preceding proposition shows that (for connected locally expo-
nential Lie groups) smooth unitary representations can be recovered from their
derived representation, it is a difficult problem to determine which unitary rep-
resentation ρ : g → End(D) can actually be integrated in the sense that it is
obtained by restricting the derived representation of a smooth group represen-
tation (π,H) on the completion H = D to the dense subspace D ⊆ H∞. For
the group G = R, the corresponding problem is to determine which symmetric
operator A : D → D ⊆ H is essentially self-adjoint, because this means that
its closure A generates a unitary one-parameter group in the sense of Stone’s
Theorem 6.2.5.

Theorem 8.2.5. (Nelson’s Criterion) Let G be a finite dimensional simply
connected Lie group. If ρ : g → End(D) is a representation of g on the pre-
Hilbert space D by skew-symmetric operators and D consists of analytic vectors
for each operator ρ(x), then there exists a unique unitary representation (π,H)
of G on H, for which D ⊆ Hω and ρ(x) = dπ(x)|D for every x ∈ g.

Nelson’s Criterion is also valid for Banach–Lie groups (cf. [Ne11, Thm. 6.8]).
Applying Nelson’s criterion to G = R, it provides the following criterion for
essential selfadjointness:
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Corollary 8.2.6. If A : D → H is a symmetric operator for which the subspace
Dω(A) of analytic vectors is dense, then A is essentially selfadjoint.

The following criterion ([Mer11]) is sometimes more useful because it does
not require the a priori existence of analytic vectors:

Theorem 8.2.7. (Merigon’s Criterion) Let G be a simply connected Banach–
Lie group. If ρ : g → End(D) is a representation of g on the pre-Hilbert space
D by operators for which the following conditions are satisfied:

(i) iρ(x) is essentially selfadjoint for every x ∈ g. In particular, we obtain a
unitary one-parameter group Uxt := etρ(x) by Stone’s Theorem.

(ii) D is invariant under every Uxt , x ∈ g, t ∈ R.

(iii) Ux1 ρ(y)(Ux1 )∗ = ρ(ead xy) for x, y ∈ g.

Then there exists a smooth unitary representation (π,H) of G on H for which
D ⊆ H∞ and ρ(x) = dπ(x)|D for every x ∈ g.

Theorem 8.2.8. (Nelson, 1959) Every continuous unitary representation of a
finite dimensional Lie group G is analytic, i.e., the subspace Hω of analytic
vectors is dense.

Proof. (Sketch) The idea is to use a mollifying technique. One can show that
the fundamental solutions (ρt)t>0 of a suitable variant of the heat equation on
G are L1-functions with respect to Haar measure.1 Moreover, they are analytic
and the map G→ L1(G), g 7→ ρt ◦ λg is analytic. Therefore the operators

π(ρt)v :=

∫
G

ρt(g)π(g)v dg

are well-defined. Now the relation

π(h)π(ρt)v =

∫
G

ρt(g)π(hg)v dg =

∫
G

ρt(h
−1g)π(g)v dg = π(ρt ◦ λh−1)v

implies that all vectors in the range of π(ρt) are analytic. The density of Hω
now follows from

lim
t→0

π(ρt)v = v.

It is much easier to show that the space H∞ of smooth vectors is dense
(G̊arding’s Theorem). One simply follows the argument in the preceding proof,
where ρn ∈ C∞c (G) is a sequence of compactly supported smooth functions with∫
G
ρn(g) dg = 1 and supp(ρn) → 1 in the sense that, for every 1-neighborhood

U of 1 there exists an N ∈ N with supp(ρn) ⊆ U for n ≥ N . Then π(ρn)v → v
for every v ∈ H and π(ρn)v ∈ H∞.

1For G = Rn, one obtains functions of the form ρt = c√
t
e−
‖x‖2
4t , where c is a constant

ensuring that
∫
Rn ρt(x) dx = 1.
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8.3 Bounded representations

The Lie theoretic tools work particularly well for unitary representations that
behave like finite dimensional ones. These representations are called bounded:

Definition 8.3.1. A unitary representation (π,H) of a topological group G is
called bounded or norm continuous if π : G → U(H) is continuous with respect
to the operator norm

The boundedness of a unitary representation has particularly strong conse-
quences for Lie groups:

Proposition 8.3.2. For a unitary representation (π,H) of a locally exponential
Lie group G, the following are equivalent:

(i) π is bounded.

(ii) π : G → U(H) is a smooth homomorphism of Lie groups, where U(H)
carries the Lie group structure defined by the norm topology.

(iii) H∞ = H and the derived representation dπ : g → B(H) is a continuous
representation by bounded operators.

Proof. (i)⇒ (ii): For x ∈ g, let πx(t) := π(exp tx) denote the corresponding one-
parameter group. Since it is norm-continuous, combining Exercise 5.4.2 with the
Spectral Theorem for selfadjoint operators (Theorem 6.1.9), it follows that the
operator L(π)x := d

dt

∣∣
t=0

π(exp tx) is bounded and satisfies π(expx) = eL(π)x.
With the same arguments as for finite dimensional Lie groups (Trotter Product
Formula and Commutator Formula) one then shows that
L(π) : g → u(H) is a homomorphism of Lie algebras. Since expG and expU(H)

are local homeomorphisms in 0, the relation π ◦ expG = expU(H) ◦L(π) implies
that L(π) is continuous in 0, hence a continuous linear map. As continuous
linear maps are smooth, we use that expG and expU(H) are local diffeomor-
phisms in 0 to see that the same relation shows that π is smooth in an identity
neighborhood. But this implies the smoothness of π.

(ii)⇒ (iii) follows from the fact that L(π) = T1(π) : g→ u(H) is a continuous
homomorphism of Lie algebras and L(π)x = dπ(x) for x ∈ g.

(iii)⇒ (ii): From the uniqueness assertion in Stone’s Theorem it follows that
edπ(x) = π(expx) for every x ∈ g. Now the same argument as above implies
that π is smooth.

(ii) ⇒ (i) is trivial.

For bounded representations of Lie algebras, their integrability is simply a
covering issue, as for finite dimensional representations.

Theorem 8.3.3. Let ρ : g → B(H) be a representation of g by bounded skew-
hermitian operators and G a 1-connected locally exponential Lie group with Lie
algebra g. Then the following assertions hold:
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(a) There exists a unique bounded representation (π,H) of G on H with ρ =
dπ.

(b) We have the equality ρ(g)′ = π(G)′ of commutants.

(c) A closed subspace of H is invariant under ρ(g) if and only if it is invariant
under π(G).

Proof. (a) The existence of π follows from basic Lie theory. The representation
π is uniquely determined by the relation π(expx) = eρ(x) for x ∈ g.

(b) Since G is generated by exp g, π(G) ⊆ ρ(g)′′ follows from

π(expx) = eρ(x) =

∞∑
n=0

1

n!
ρ(x)n ∈ ρ(g)′′ for x ∈ g.

The relation ρ(g) ⊆ π(G)′′ follows from the existence of the norm limit

ρ(x) = lim
t→0

1

t
(π(exp tx)− 1) ∈ π(G)′′.

This shows that ρ(g)′′ = π(G)′′, and hence also that ρ(g)′ = π(G)′.
(c) follows immediately from (b) because the closed invariant subspace are

in one-to-one correspondence with the hermitian projections in the commutant
(Lemma 1.3.1).

Among the finite dimensional connected Lie groups, the compact ones are
the only groups for which all irreducible unitary representations are bounded.
They are actually finite dimensional, hence can be dealt with completely in the
realm of finite dimensional Lie theory.

Remark 8.3.4. If G is a connected finite dimensional Lie group and (π,H)
a faithful bounded representation, then one can show that G ∼= K × Rn is
a direct product group, where K is compact.2 Therefore the existence of
bounded unitary representations has strong structural consequences for finite
dimensional Lie groups. In particular, they only occur for compact and abelian
groups (and their products). This is drastically different for infinite dimensional
Lie groups such as the Banach–Lie group U(H), where the underlying topology
is defined by the operator norm.

8.4 Compact Lie groups—Weyl’s Unitary Trick

The preceding theorem implies in particular, that, for a simply connected com-
pact Lie group G, the irreducible unitary representations correspond precisely

2Roughly the argument proceeds as follows. First we observe that ‖dπ(x)‖ defines an
Ad(G)-invariant norm on g, and this in turn implies that the closure of Ad(G) in GL(g) is
compact, i.e., g is a compact Lie algebra ([HiNe12, Sect. 12.1]). Now the assertion follows
from the Structure Theorem for Groups with Compact Lie Algebra ([HiNe12, Thm. 12.1.18]).
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to the homomorphisms ρ : g → un(C). To classify such representations, one
passes to complex Lie algebras by observing that

ρC : gC := g⊗R C→ un(C)C ∼= gln(C)

is a complex linear representation of gC (which actually is a semisimple complex
Lie algebra).

If, conversely, ρC : gC → gln(C) is a complex linear representation of gC,
then ρ := ρC|g : g→ gln(C) is a representation of g, but it need not be unitary.
However, it integrates to a representation π : G → GLn(C) of the compact
simply connected Lie group G. This representation can be made unitary by
replacing the canonical scalar product 〈·, ·〉Cn on Cn by

〈v, w〉 :=

∫
G

〈π(g)v, π(g)w〉Cn dg, (8.1)

where dg stands for the invariant probability measure of G, the Haar measure on
G. The right invariance of dg implies that the scalar product (8.1) is invariant,
so that we obtain a unitary representation. This procedure is called Weyl’s
unitary trick. It leads to the following theorem:

Theorem 8.4.1. (Weyl’s Unitary Trick) Let G be a 1-connected compact Lie
group. If (π,H) is a finite dimensional unitary representation of G, then π
is bounded and (dπ)C : gC → gl(H) is a complex linear representation of the
semisimple Lie algebra gC.

If, conversely, (ρ, V ) is a finite dimensional representation of gC, then there
exists a positive definite hermitian form on V for which the operators ρ(x),
x ∈ g, are skew-symmetric and ρ|g integrates to a unitary representation (π, V )
of G.

At this point, the classification of unitary representations of G has been
translated into the completely algebraic finite dimensional representation the-
ory of the semisimple complex Lie algebra gC. This is solved by the Cartan–
Weyl Theorem, parametrizing the irreducible representations of the semisimple
complex Lie algebra gC by their “highest weights.”

For non-compact Lie groups, the theory of unitary representations goes much
beyond a completely algebraic theory. We have seen in Chapter 6 how it looks
for the one-dimensional Lie group G = R. In this case the problem is completely
analytical and solved by the theory of spectral measures and selfadjoint opera-
tors. If G is non-commutative, then we have to study unitary representations of
non-abelian Lie algebras by unbounded operators, and this is still an important
challenge, in particular for infinite dimensional Lie groups.

End of Lecture
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Appendix A

Complementary material

A.1 Locally Compact Spaces

Proposition A.1.1. For a topological space X, the following are equivalent:

(i) X is quasicompact, i.e., every open cover has a finite subcover.

(ii) For each family (Ai)i∈I of closed subsets of X with
⋂
i∈I Ai = ∅, there

exists a finite subset F ⊆ I with
⋂
i∈F Ai = ∅.

Proof. (i) ⇔ (ii) follows by taking complements: The condition
⋂
i∈I Ai = ∅

means that the family (Aci )i∈I of complements is an open covering of X because
X = ∅c =

⋃
i∈I A

c
i . Similarly,

⋂
i∈F Ai = ∅ means that (Aci )i∈F is a finite

subcovering.

Definition A.1.2. A separated topological space X is called locally compact if
each point x ∈ X has a compact neighborhood.

Lemma A.1.3. If X is locally compact and x ∈ X, then each neighborhood U
of x contains a compact neighborhood of x.

Proof. Let K be a compact neighborhood of x ∈ X. Since it suffices to show
that U ∩K contains a compact neighborhood of x, we may w.l.o.g. assume that
X is compact. Replacing U by its interior, we may further assume that U is
open, so that its complement U c is compact.

We argue by contradiction and assume that U does not contain any compact
neighborhood of x. Then the family F of all intersections C ∩U c, where C is a
compact neighborhood of x, contains only non-empty sets and is stable under
finite intersections. We thus obtain a family of closed subsets of the compact
space U c for which all finite intersections are non-empty, and therefore Propo-
sition A.1.1 implies that its intersection

⋂
C(C ∩ U c) contains a point y. Then

y ∈ U c implies x 6= y, and since X is separated, there exist open neighborhoods
Ux of x and Uy of y with Ux ∩ Uy = ∅. Then U cy is a compact neighborhood of
x, which leads to the contradiction y ∈ U cy ∩ U c to y ∈ Uy.

143
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Definition A.1.4. A subset A of a topological space X is said to be relatively
compact if A is compact.

Lemma A.1.5. Let X be locally compact, K ⊆ X compact and U ⊇ K open.
Then there exists a compact subset V ⊆ X with

K ⊆ V 0 ⊆ V ⊆ U.

Proof. For each x ∈ K we choose a compact neighborhood Vx ⊆ U
(Lemma A.1.3). Then there exist finitely many x1, . . . , xn with K ⊆

⋃n
i=1 V

0
xi

and we put V :=
⋃n
i=1 Vxi ⊆ U .

Proposition A.1.6. (Urysohn’s Theorem) Let X be locally compact, K ⊆ X
compact and U ⊇ K be an open subset. Then there exists a continuous function
h : X → R with

h|K = 1 and h|X\U = 0.

Proof. We put U(1) := U . With Lemma A.1.5, we find an open, relatively
compact subset U(0) with K ⊆ U(0) ⊆ U(0) ⊆ U(1). Iterating this procedure
leads to a subset U( 1

2 ) with

U(0) ⊆ U
(1

2

)
⊆ U

(1

2

)
⊆ U(1).

Continuing like this, we find for each dyadic number k
2n ∈ [0, 1] an open, rela-

tively compact subset U( k
2n ) with

U
( k

2n

)
⊆ U

(k + 1

2n

)
for k = 0, . . . , 2n − 1.

Let D := { k2n : k = 0, . . . , 2n, n ∈ N} for the set of dyadic numbers in [0, 1]. For
r ∈ [0, 1], we put

U(r) :=
⋃

s≤r,s∈D
U(s).

For r = k
2n this is consistent with the previous definition. For t < t′ we now

find r = k
2n < r′ = k+1

2n in D with t < r < r′ < t′, so that we obtain

U(t) ⊆ U(r) ⊆ U(r′) ⊆ U(t′).

We also put U(t) = ∅ for t < 0 and U(t) = X for t > 1. Finally, we define

f(x) := inf{t ∈ R : x ∈ U(t)}.

Then f(K) ⊆ {0} and f(X \ U) ⊆ {1}.
We claim that f is continuous. So let x0 ∈ X, f(x0) = t0 and ε > 0. We

put V := U(t0 + ε) \ U(t0 − ε) and note that this is a neighborhood of x0.
From x ∈ V ⊆ U(t0 + ε) we derive f(x) ≤ t0 + ε. If f(x) < t0 − ε, then also
x ∈ U(t0−ε) ⊆ U(t0 − ε), which is a contradiction. Therefore |f(x)−f(x0)| ≤ ε
holds on V , and this implies that f is continuous. Finally, we put h := 1−f .
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Exercises for Section A.1

Exercise A.1.1. (One point compactification) Let X be a locally compact space.
Show that:

(i) There exists a compact topology on the set Xω := X ∪{ω}, where ω is a symbol
of a point not contained in X. Hint: A subset O ⊆ Xω is open if it either is an
open subset of X or ω ∈ O and X \O is compact.

(ii) The inclusion map ηX : X → Xω is a homeomorphism onto an open subset of
Xω.

(iii) If Y is a compact space and f : X → Y a continuous map which is a homeomor-
phism onto the complement of a point in Y , then there exists a homeomorphism
F : Xω → Y with F ◦ ηX = f .

The space Xω is called the Alexandroff compactification or the one point com-
pactification of X.1

Exercise A.1.2. (Stereographic projection) We consider the n-dimensional sphere

Sn := {(x0, x1, . . . , xn) ∈ Rn+1 : x2
0 + x2

1 + · · ·+ x2
n = 1}.

We call the unit vector e0 := (1, 0, . . . , 0) the north pole of the sphere and −e0 the
south pole. We then have the corresponding stereographic projection maps

ϕ+ : U+ := Sn \ {e0} → Rn, (y0, y) 7→ 1

1− y0
y

and

ϕ− : U− := Sn \ {−e0} → Rn, (y0, y) 7→ 1

1 + y0
y.

Show that these maps are homeomorphisms with inverse maps

ϕ−1
± (x) =

(
± ‖x‖

2
2 − 1

‖x‖22 + 1
,

2x

1 + ‖x‖22

)
.

Exercise A.1.3. Show that the one-point compactification of Rn is homeomorphic
to the n-dimensional sphere Sn. Hint: Exercise A.1.2.

Exercise A.1.4. Show that the one-point compactification of an open interval ]a, b[⊆
R is homeomorphic to S1.

Exercise A.1.5. Let X be a locally compact space and Y ⊆ X be a subset. Show
that Y is locally compact with respect to the subspace topology if and only if there
exists an open subset O ⊆ X and a closed subset A with Y = O ∩ A. Hint: If Y is
locally compact, write it as a union of compact subsets of the form Oi ∩ Y , Oi open
in X, where Oi ∩Y has compact closure, contained in Y . Then put O :=

⋃
i∈I Oi and

A := Y ∩O.

Exercise A.1.6. Let f : X → Y be a continuous proper map between locally compact
spaces, i.e., inverse image of compact subsets are compact. Show that

(a) f is a closed map, i.e., maps closed subsets to closed subsets.

(b) If f is injective, then it is a topological embedding onto a closed subset.

1Alexandroff, Pavel (1896–1982)
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(c) There is a well-defined homomorphism f∗ : C0(Y ) → C0(X) of C∗-algebras,
defined by f∗h := h ◦ f .

(d) For each regular Borel measure µ on X, the push-forward measure f∗µ on Y ,
defined by (f∗µ)(E) := µ(f−1(E)) is regular. Hint: To verify outer regularity,
pick an open O ⊇ f−1(E) with µ(O \ f−1(E)) < ε. Then U := f(Oc)c is an

open subset of Y containing E and Õ := f−1(U) satisfies f−1(E) ⊆ Õ ⊆ O,
which leads to (f∗µ)(U \ E) < ε.

A.2 The Stone–Weierstraß Theorem

Definition A.2.1. (a) Let M be a set and A ⊆ KM be a set of functions
M → K. We say that A separates the points of M if for two points x 6= y in X
there exists some f ∈ A with f(x) 6= f(y).

(b) A linear subspace A ⊆ KM is called an algebra if it is closed under
pointwise multiplication.

Theorem A.2.2. (Dini’s Theorem) 2 Let X be a compact space and (fn)n∈N
be a monotone sequence of functions in C(X,R). If (fn)n∈N converges pointwise
to some f ∈ C(X,R), then the convergence is uniform, i.e., ‖fn − f‖∞ → 0.

Proof. Idea: First we find for each x ∈ X and each ε > 0 a neighborhood Ux
and an nx ∈ N with |f(x) − fn(y)| < ε for y ∈ Ux and n ≥ nx. Then X is
covered by finitely many such Ux and the monotony is used.

Here are the details: Replacing fn by f − fn or fn − f , we may w.l.o.g.
assume that f = 0 and fn ≥ fn+1 ≥ 0 for n ∈ N. For ε > 0 and x ∈ X we now
find an nx ∈ N with

(∀n ≥ nx) 0 ≤ fm(x) ≤ ε

3
.

The continuity of f and fnx yields a neighborhood Ux of x with

(∀y ∈ Ux) |fnx(x)− fnx(y)| ≤ ε

3
.

We thus obtain
(∀y ∈ Ux) 0 ≤ fnx(y) ≤ ε.

Now we choose x1, . . . , xk ∈ X such that the Uxj cover X and put n0 :=
max{nx1 , . . . , nxk}. Then, by monotony of the sequence,

0 ≤ fn0
(x) ≤ fnxj (x) ≤ ε for x ∈ Uxj

and thus
(∀n ≥ n0)(∀x ∈ X) 0 ≤ fn(x) ≤ fn0

(x) ≤ ε.

This completes the proof.

Lemma A.2.3. There exists an increasing sequence of real polynomials pn
which converges in [0, 1] uniformly to the square root function x 7→

√
x.

2Dini, Ulisse (1845–1918)
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Proof. Idea: We start with p1 := 0 and construct pn inductively by the rule

pn+1(x) := pn(x) +
1

2
(x− pn(x)2). (A.1)

Then we show that this sequence is monotone and bounded. The iteration
procedure produces an equation for the limit which turns out to be

√
x. Then

we apply Dini’s Theorem.
Details: We prove by induction that that

(∀n ∈ N)(∀x ∈ [0, 1]) 0 ≤ pn(x) ≤
√
x ≤ 1.

In fact,

√
x− pn+1(x) =

√
x− pn(x)− 1

2

(
x− pn(x)2

)
= (

√
x− pn(x))

(
1− 1

2

(√
x+ pn(x)

))

and pn(x) ≤
√
x yields

(∀x ∈ [0, 1]) 0 ≤ 1

2
(
√
x+ pn(x)) ≤

√
x ≤ 1.

Therefore the definition of pn+1 yields pn ≤ pn+1 on [0, 1], so that our claim
follows by induction. Therefore the sequence (pn)n∈N is increasing on [0, 1] and
bounded, hence converges pointwise to some function f : [0, 1]→ [0, 1]. Passing
in (A.1) to the limit on both sides, we obtain the relation f(x)2 = x, which
proves that f(x) =

√
x. Now Dini’s Theorem A.2.2 implies that the convergence

pn → f is uniform.

Theorem A.2.4. (Stone–Weierstraß) 3 4 Let X be a compact space and A ⊆
C(X,R) be a point separating subalgebra containing the constant functions.
Then A is dense in C(X,R) w.r.t. ‖ · ‖∞.

Proof. Let B := A denote the closure of A in the Banach space

(C(X,R), ‖ · ‖∞).

Then B also contains the constant functions, separates the points and is a sub-
algebra (Exercise A.2.1). We have to show that B = C(X,R).

Here is the idea of the proof. First we use Lemma A.2.3 to see that for
f, g ∈ B, also |f |, min(f, g) and max(f, g) are contained in B. Then we use the
point separation property to approximate general continuous functions locally
by elements of B. Now the compactness of X permits to complete the proof.

3Stone, Marshall (1903–1989)
4Weierstraß, Karl (1815–1897)



148 APPENDIX A. COMPLEMENTARY MATERIAL

Here are the details: Let (pn)n∈N be the sequence of polynomials from

Lemma A.2.3. For f ∈ B, we consider the functions pn
(

f2

‖f‖2∞

)
, which also be-

long to B. In view of Lemma A.2.3, they converge uniformly to
√

f2

‖f‖2∞
= |f |
‖f‖∞ ,

so that |f | ∈ B.
Now let f, g ∈ B. Then B contains the functions

min(f, g) =
1

2
(f + g − |f − g|) and max(f, g) =

1

2
(f + g + |f − g|).

Next let x 6= y in X and r, s ∈ R. According to our assumption, there exists a
function g ∈ B with g(x) 6= g(y). For

h := r + (s− r) g − g(x)

g(y)− g(x)
∈ B

we then have h(x) = r and h(y) = s.
Claim: For f ∈ C(X,R), x ∈ X and ε > 0, there exists a function gx ∈ B

with
f(x) = gx(x) and (∀y ∈ X) gx(y) ≤ f(y) + ε.

To verify this claim, pick for each z ∈ X a function hz ∈ B with hz(x) = f(x)
and hz(z) ≤ f(z) + ε

2 . Then there exists a neighborhood Uz of z with

(∀y ∈ Uz) hz(y) ≤ f(y) + ε.

Since X is compact, it is covered by finitely many Uz1 , . . . , Uzk of these neigh-
borhoods. Then gx := min{hz1 , . . . , hzk} is the desired function.

Now we complete the proof by showing that B = C(X,R). So let f ∈
C(X,R) and ε > 0. For each x ∈ X, pick gx ∈ B with

(∀y ∈ X) f(x) = gx(x) and gx(y) ≤ f(y) + ε.

Then the continuity of f and gx yield neighborhoods Ux of x with

∀y ∈ Ux : gx(y) ≥ f(y)− ε.

Now the compactness ofX implies the existence of finitely many points x1, . . . , xk
such that X ⊆ Ux1 ∪· · ·∪Uxk . We now put ϕε := max{gx1 , . . . , gxk} ∈ B. Then

∀y ∈ X : f(y)− ε ≤ ϕε(y) ≤ f(y) + ε.

This implies that ‖f − ϕε‖∞ ≤ ε and since ε was arbitrary, f ∈ B.

Corollary A.2.5. Let X be a compact space and A ⊆ C(X,C) be a point
separating subalgebra containing the constant functions which is invariant under
complex conjugation, i.e., f ∈ A implies f ∈ A. Then A is dense in C(X,C)
w.r.t. ‖ · ‖∞.

Proof. Let AR := A ∩ C(X,R). Since A is conjugation invariant, we have
A = AR ⊕ iAR. This implies that AR contains the real constants and separates
the points of X. Now Theorem A.2.4 implies that AR is dense in C(X,R), and
therefore A is dense in C(X,C) = C(X,R) + iC(X,R).
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Exercises for Section A.2

Exercise A.2.1. IfX is a compact topological space andA ⊆ C(X,R) is a subalgebra,
then its closure also is a subalgebra. Hint: If fn → f and gn → g uniformly, then also
fn + gn → f + g, λfn → λf and fngn → fg uniformly.

Exercise A.2.2. Let [a, b] ⊆ R be a compact interval. Show that the space

A :=
{
f |[a,b] : (∃a0, . . . , an ∈ R, n ∈ N) f(x) =

n∑
i=0

aix
i
}

of polynomial functions on [a, b] is dense in C([a, b],R) with respect to ‖ · ‖∞.

Exercise A.2.3. Let K ⊆ Rn be a compact subset. Show that the space A consisting
of all restrictions of polynomial functions

f(x) =
∑
α∈Nn0

aαx
α, aα ∈ R, xα = xα1

1 · · ·x
αn
n ,

to K is dense in C(K,R) with respect to ‖ · ‖∞.

Exercise A.2.4. Let S1 = {z ∈ C : |z| = 1} and

A :=
{
f |S1 : (∃a0, . . . , an ∈ C, n ∈ N) f(z) =

n∑
j=0

anz
n
}
.

Show that A is not dense in C(S1,C). Hint: Consider the function f(z) := z−1 on
S1 and try to approximate it by elements fn of A; then consider the complex path
integrals

∮
|z|=1

fn(z) dz. Why does the Stone–Weierstraß Theorem not apply?

Exercise A.2.5. For a locally compact space X, we consider the Banach space C0(X)
of all continuous functions f : X → C vanishing at infinity, i.e., with the property that
for each ε > 0 there exists a compact subset Cε ⊆ X with |f(x)| ≤ ε for x 6∈ Cε.
Suppose that A ⊆ C0(X) is a complex subalgebra satisfying

(a) A is invariant under conjugation.

(b) A has no zeros, i.e., for each x ∈ X there exists an f ∈ A with f(x) 6= 0.

(c) A separates the points of X.

Show that A is dense in C0(X) with respect to ‖ · ‖∞. Hint: Let Xω be the one-
point compactification of X. Then each function f ∈ C0(X) extends to a continuous

function f̃ on Xω by f̃(ω) := 0, and this leads to bijection

C∗(Xω) := {f ∈ C(Xω) : f(ω) = 0} → C0(X), f 7→ f |X .

Use the Stone–Weierstraß Theorem to show that the algebra

Ã := C1 + {ã : a ∈ A}

is dense in C(Xω) and show that if f̃n + λ1→ f̃ for λn ∈ C, f ∈ C0(X), fn ∈ A, then
λn → 0 and fn → f .
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A.3 Commutative C∗-algebras

Let A be a commutative Banach-∗-algebra. We write

Â := Hom(A,C) \ {0},

where Hom(A,C) denotes the set of all morphisms of Banach-∗-algebras, i.e.,
continuous linear functionals χ : A → C with the additional property that

χ(ab) = χ(a)χ(b) and χ(a∗) = χ(a) for a, b ∈ A. (A.2)

Thinking of C as a one-dimensional Hilbert space, we have C ∼= B(C), so
that Hom(A,C) can also be considered as the set of one-dimensional (involutive)
representations of the Banach-∗-algebra A.

Since the set Hom(A,C) is defined by the equations (A.2), it is a weak-∗-
closed subset of the topological dual space A′. One can also show that ‖χ‖ ≤ 1
for any χ ∈ Hom(A,C) (Exercise A.3.1), so that Hom(A,C) is also bounded,
hence weak-∗-compact by the Banach–Alaoglu Theorem (cf. [Ru73]). Therefore

Â is a locally compact space.
Since Â ⊆ CA carries the weak-∗-topology, i.e., the topology of pointwise

convergence, each element a ∈ A defines a continuous function

â : Â → C, â(χ) := χ(a).

Since â extends to a continuous function on the compact space Hom(A,C)

vanishing in the 0-functional, we have â ∈ C0(Â) (Exercise A.3.2), with

|â(χ)| = |χ(a)| ≤ ‖χ‖‖a‖ ≤ ‖a‖

(cf. Exercise A.3.1). We thus obtain a map

G : A → C0(Â), a 7→ â,

called the Gelfand transform. For a, b ∈ A and χ ∈ Â we have

G(ab)(χ) = χ(ab) = χ(a)χ(b) = G(a)(χ)G(b)(χ)

and
G(a∗)(χ) = χ(a∗) = χ(a) = G(a)∗(χ),

so that G is a morphism of Banach-∗-algebras, i.e., a continuous homomorphism
compatible with the involution.

Theorem A.3.1. (Gelfand Representation Theorem) If A is a commutative
C∗-algebra, then the Gelfand transform

G : A → C0(Â)

is an isometric isomorphism.
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For a proof we refer to [Ru73, Thm. 11.18].

Remark A.3.2. (a) IfA is already of the formA = C0(X) for a locally compact
space, then one can show that the natural map

η : X → Â, η(x)(f) := f(x)

is a homeomorphism, so that we can recover the space X as Â.
(b) The image G(A) of the Gelfand transform is a ∗-subalgebra of C0(Â)

separating the points of A and for each χ ∈ A, there exists an element a ∈ A
with â(χ) 6= 0. Therefore the Stone–Weierstraß Theorem for locally compact

spaces (Exercise A.2.5) implies that G(A) is dense in C0(Â).

Corollary A.3.3. If A is a unital C∗-algebra and dimA > 1, then there exist
non-zero commuting elements a, b ∈ A with ab = 0.

Proof. Since A 6= C1, there exists an element x ∈ A \ C1. Writing x = y + iz
with y∗ = y and z∗ = z, it follows immediately that A contains a hermitian
element a ∈ A \C1. Let B ⊆ A be the closed unital subalgebra of A generated
by a. Then B is commutative and larger than C1, hence isomorphic to C0(X) for
some locally compact space X (Theorem A.3.1). Then X contains at least two
points x 6= y, and Urysohn’s Theorem A.1.6 implies the existence of non-zero
elements a, b ∈ Cc(X) ⊆ C0(X) ∼= B with ab = 0.

Exercises for Section A.3

Exercise A.3.1. c Let A be a Banach algebra and χ : A → C be an algebra homo-
morphism. Show that:

(a) χ extends to the unital Banach algebra A+ := A× C with the multiplication

(a, t)(a′, t′) := (aa′ + ta′ + t′a, tt′)

(cf. Exercise 1.1.15).

(b) If A is unital and χ 6= 0, then

χ(1) = 1 and χ(A×) ⊆ C×.

Conclude further that χ(B1(1)) ⊆ C× and derive that χ is continuous with
‖χ‖ ≤ 1.

Exercise A.3.2. Suppose that Y is a compact space y0 ∈ Y and X := Y \ {y0}.
Show that the restriction map yields an isometric isomorphism of C∗-algebras:

r : C∗(Y,C) := {f ∈ C(Y,C) : f(y0) = 0} → C0(X,C).

Exercise A.3.3. Let A be a C∗-algebra. Show that:

(i) If a = a∗ ∈ A is a hermitian element, then ‖an‖ = ‖a‖n holds for each n ∈ N.
Hint: Consider the commutative C∗-subalgebra generated by a.
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(ii) If B is a Banach-∗-algebra and α : B → A a continuous morphism of Banach-∗-
algebras, then ‖α‖ ≤ 1. Hint: Let C := ‖α‖ and derive with (i) for b ∈ B the
relation

‖α(b)‖2n = ‖α(bb∗)‖n = ‖α((bb∗)n)‖ ≤ C‖(bb∗)n‖ ≤ C‖b‖2n.

Finally, use that C1/n → 1.

Exercise A.3.4. Let A be a C∗-algebra. We call a hermitian element a = a∗ ∈ A
positive if a = b2 for some hermitian element b = b∗ ∈ A. Show that:

(a) Every positive Element a ∈ A has a positive square root. Hint: Consider the
commutative C∗-subalgebra B generated by b and recall that B ∼= C0(X) for
some locally compact space.

(b) If C0(X), X a locally compact space, is generated as a C∗-algebra by some f ≥ 0,
then it is also generated by f2. Hint: Use the Stone–Weierstraß Theorem.

(c) If b is a positive square root of a, then there exists a commutative C∗-subalgebra
of A containing a and b in which b is positive. Hint: Write b = c2 and consider
the C∗-algebra generated by c.

(d) Every positive Element a ∈ A has a unique positive square root. Hint: Use (b)
and (c) to see that any positive square root of a is contained in the C∗-algebra
generated by a; then consider the special case A = C0(X).

Exercise A.3.5. Let A be a unital C∗-algebra and a = a∗ ∈ A with ‖a‖ < 1. Show
that

b :=
√

1− a2 :=

∞∑
n=0

(
1
2

n

)
(−1)na2n

is hermitian and satisfies b2 = 1− a2. Show further that

u := a+ i
√

1− a2 ∈ U(A)

and conclude that A = span U(A). Hint: To verify b2 = 1− a2, it suffices to consider
the commutative C∗-algebra generated by a.

A.4 Discrete Decomposability for Compact Groups

Let (π,H) be a continuous unitary representation of the compact group G and
µG be a normalized Haar measure on G. We assume that H 6= {0} and want
to show that H = Hd, i.e., that H decomposes as a direct sum of irreducible
representations. This will follow, as soon as we can show that H contains a non-
zero finite dimensional G-invariant subspace because every finite dimensional
representation is a direct sum of irreducible ones (Proposition 1.3.12).

If 0 6= A = A∗ ∈ BG(H) is a non-zero compact intertwining operator,
then the Spectral Theorem for compact hermitian operators implies that H =⊕̂

λ∈RHλ(A) is the orthogonal direct sum of the eigenspaces

Hλ(A) := ker(A− λ1)

and if λ 6= 0, then dimHλ(A) < ∞. Since A is non-zero, it has a non-zero
eigenvalue λ, and therefore Hλ(A) is a finite dimensional subspace of H which
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is G-invariant (Exercise 1.3.11). It therefore remains to construct a non-zero
hermitian compact element of BG(H).

Proposition A.4.1. For each A ∈ B(H), there exists a unique operator AG ∈
BG(H) with the property that

〈AGv, w〉 =

∫
G

〈π(g)Aπ(g)−1v, w〉 dµG for v, w ∈ H.

Moreover, (AG)∗ = (A∗)G and if A is compact, then AG is also compact.

We also write this operator as an operator-valued integral∫
G

π(g)Aπ(g)−1 dµG := AG.

Proof. On H we consider the sesquilinear form defined by

F (v, w) :=

∫
G

〈π(g)Aπ(g)−1v, w〉 dµG(g).

Then

|F (v, w)| ≤
∫
G

‖π(g)Aπ(g)−1‖‖v‖‖w‖ dµG(g)

=

∫
G

‖A‖‖v‖‖w‖ dµG(g) = ‖A‖‖v‖‖w‖,

and we conclude the existence of a unique bounded operator AG ∈ B(H) with

F (v, w) = 〈AGv, w〉 for v, w ∈ H

(Exercise in Functional Analysis). To see that AG commutes with each π(g),
we calculate

〈π(g)AGπ(g)−1v, w〉 =

∫
G

〈π(g)π(h)Aπ(h)−1π(g)−1v, w〉 dµG(h)

=

∫
G

〈π(gh)Aπ(gh)−1v, w〉 dµG(h)

=

∫
G

〈π(h)Aπ(h)−1v, w〉 dµG(h) = 〈AGv, w〉.

Next we note that

〈(AG)∗v, w〉 = 〈v,AGw〉 =

∫
G

〈v, π(g)Aπ(g)−1w〉 dµG(g)

=

∫
G

〈π(g)A∗π(g)−1v, w〉 dµG(g) = 〈(A∗)Gv, w〉.

Finally, we assume that A is compact, i.e., the image of the closed unit ball
B ⊆ H is relatively compact. We have to show that the same holds for AG.
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Since G is compact, the set B′ := π(G)AB ⊆ π(G)AB is also compact because
the action G×H → H, (g, v) 7→ π(g)v is continuous (Exercise 1.2.3). The closed
convex hull K := conv(B′) is also compact (Exercise A.4.1).

We claim that AG(B) ⊆ K, and this will imply that AG is compact. So let
v ∈ H and c ∈ R with Re〈v, x〉 ≤ c for all x ∈ K. Then we obtain for w ∈ B:

Re〈v,AGw〉 = Re

∫
G

〈v, π(g)Aπ(g)−1w〉 dµG(g)

=

∫
G

Re〈v, π(g)Aπ(g)−1w〉 dµG(g) ≤
∫
G

c dµG(g) = c.

Since

K = {x ∈ H : (∀v ∈ H) Re〈v, x〉 ≤ sup Re〈v,K〉}

by the Hahn–Banach Separation Theorem, it follows that AGw ∈ K, and thus
AGB ⊆ K.

Combining the preceding proposition with the discussion above, we obtain:

Proposition A.4.2. If (π,H) is a non-zero continuous unitary representa-
tion of the compact group G, then H contains a non-zero finite dimensional
G-invariant subspace.

Proof. We have to show the existence of a non-zero compact hermitian inter-
twining operator. So let v0 ∈ H be a unit vector and consider the orthogonal
projection P (v) := 〈v, v0〉v0 onto Cv0. Then dim(im(P )) = 1 implies that P
is compact, and since it is an orthogonal projection, we also have P ∗ = P .
Therefore

PG(v) :=

∫
G

(π(g)Pπ(g)−1)v dµG(g) =

∫
G

〈π(g)−1v, v0〉π(g)v0 dµG(g)

from Proposition A.4.1 is a compact hermitian operator. To see that it is non-
zero, we simply observe that

〈PGv0, v0〉 =

∫
G

〈π(g)−1v0, v0〉〈π(g)v0, v0〉 dµG(g)

=

∫
G

|〈π(g)v0, v0〉|2 dµG(g) > 0

follows from 〈π(1)v0, v0〉 > 0 and the defining property of the Haar measure µG.

Theorem A.4.3. (Fundamental Theorem on Unitary Representations of Com-
pact Groups—Abstract Peter–Weyl Theorem) If (π,H) is a continuous unitary
representation of the compact group G, then (π,H) is a direct sum of irreducible
representations and all irreducible representations of G are finite dimensional.
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Proof. Writing H = Hd⊕Hc for the decomposition into discrete and continuous
part (Proposition 2.2.5), we use Proposition A.4.2 to see that if Hc 6= {0}, then
it contains a finite dimensional invariant subspace, contradicting the definition
of Hc (Proposition 1.3.12). Therefore Hc = {0} and thus H = Hd, so that
the first part follows from Proposition 2.2.5. Applying Proposition A.4.2 to an
irreducible representation (π,H) of G, we thus get dimH <∞.

Exercises for Section A.4

Exercise A.4.1. Show that if B is a compact subset of a Banach space E, then its
closed convex hull K := conv(B) is also compact. Hint: Since we are dealing with
metric spaces, it suffices to show precompactness, i.e., that for each ε > 0, there exists
a finite subset F ⊆ K with K ⊆ Bε(F ) := F+Bε(0). Since B is compact, there exists a
finite subset FB ⊆ B with B ⊆ Bε(FB). Then conv(B) ⊆ conv(FB)+Bε(0), and since
conv(FB) is compact (why?), conv(FB) ⊆ Bε(F ) for a finite subset F ⊆ conv(FB).
This leads to conv(B) ⊆ F +B2ε(0), which implies implies K ⊆ F +B≤2ε(0).

Exercise A.4.2. Let H be a complex Hilbert space and G ⊆ U(H)s be a closed
subgroup. Show that G is compact if and only if H can be written as an orthogonal

direct sum H =
⊕̂

j∈JHj of finite dimensional G-invariant subspaces. Hint: Use
Tychonov’s Theorem and Exercise 1.1.1 to see that for any family of finite dimensional
Hilbert spaces (Hj)j∈J , the topological group

∏
j∈J U(Hj)s is compact.

A.5 The Fourier transform on Rn

For f ∈ L1(Rn), we define its Fourier transform by

f̂(ξ) :=

∫
Rn
f(x)ei〈ξ,x〉 dx.

The Dominated Convergence Theorem immediately implies that f̂ : Rn → R is
a continuous function satisfying

‖f̂‖∞ ≤ ‖f‖1.

The Banach space L1(Rn) is a Banach-∗-algebra with respect to the involu-
tion

f∗(x) := f(−x), x ∈ Rn

and the convolution product

(f1 ∗ f2)(x) :=

∫
Rn
f1(y)f2(x− y) dy

which satisfies

‖f1 ∗ f2‖1 ≤ ‖f1‖ · ‖f2‖

(an easy application of Fubini’s Theorem).
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With Fubini’s Theorem, we obtain for f1, f2 ∈ L1(Rn):

(f1 ∗ f2)̂ (ξ) =

∫
Rn

∫
Rn
f1(y)f2(x− y)ei〈ξ,x〉 dy dx

=

∫
Rn
f1(y)ei〈ξ,y〉

∫
Rn
f2(x− y)ei〈ξ,x−y〉 dx dy

=

∫
Rn
f1(y)ei〈ξ,y〉

∫
Rn
f2(x)ei〈ξ,x〉 dx dy

=

∫
Rn
f1(y)ei〈ξ,y〉f̂2(ξ) dy

= f̂1(ξ)f̂2(ξ)

and we also note that

f̂ = f̂∗ for f ∈ L1(Rn).

Therefore the Fourier transform

F : L1(Rn)→ (Cb(Rn), ‖ · ‖∞), f 7→ f̂

is a morphism of Banach-∗-algebras.

Proposition A.5.1. (Riemann–Lebesgue Lemma) For each f ∈ L1(Rn) the

Fourier transform f̂ vanishes at infinity, i.e., f̂ ∈ C0(Rn).

Proof. For each 0 6= x ∈ Rn we obtain with e−iπ = −1 and the translation
invariance of Lebesgue measure the relation

f̂(x) = 2
1

2

∫
Rn
ei〈x,y〉f(y) dy

=
1

2

∫
Rn
ei〈x,y〉f(y) dy − 1

2

∫
Rn
e
i〈x,y− π

‖x‖2
x〉
f(y) dy

=
1

2

∫
Rn
ei〈x,y〉f(y) dy − 1

2

∫
Rn
ei〈x,y〉f

(
y +

π

‖x‖2
x
)
dy

=
1

2

∫
Rn
ei〈x,y〉

[
f(y)− f

(
y +

π

‖x‖2
x
)]
dy.

This implies that

|f̂(x)| ≤ 1

2

∫
Rn

∣∣∣f(y)− f
(
y +

π

‖x‖2
x
)∣∣∣ dy.

Now the assertion follows from the continuity of the map

Rn → L1(Rn), x 7→ λxf

in 0 (Exercise) and limx→∞
x
‖x‖2 = 0.
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Proposition A.5.2. F(L1(Rn)) is dense in C0(Rn) bzgl. ‖ · ‖∞.

Proof. We know already that A := F(L1(Rn)) is a conjugation invariant subal-
gebra of C0(Rn). According to the Stone–Weierstraß Theorem for non-compact
spaces (Exercise A.2.5), we have to see that A has no common zeros and that
it separates the points of Rn. This is verified in (a) and (b) below.

(a) Let x0 ∈ Rn and B be the ball of radius 1 around x0. Then f(x) :=
χB(x)e−i〈x0,x〉 is an element of L1(Rn) and

f̂(x0) =

∫
B

dx = vol(B) > 0.

Therefore A has no common zeros.
(b) For x0 6= y0 ∈ Rn, we pick α ∈ R such that z0 := α(x0 − y0) satisfies

ei〈x0−y0,z0〉 6= 1. Then there exists a ball B with center z0 such that ei〈x0−y0,z〉 6=
1 for every z ∈ B. Then the L1-function

f(x) := χB(x)(e−i〈x0,x〉 − e−i〈y0,x〉)

has a Fourier transform satisfying

f̂(x0)− f̂(y0) =

∫
B

(e−i〈x0,x〉 − e−i〈y0,x〉)(ei〈x0,x〉 − ei〈y0,x〉) dx

=

∫
B

|ei〈x0,x〉 − ei〈y0,x〉|2 dx > 0.

A.6 The Group Algebra of a Locally Compact
Group

A.6.1 Haar measure on locally compact groups

In this section G always denotes a locally compact group.

Definition A.6.1. (a) A positive Radon measure µ on G is called left invariant
if ∫

G

f(gx) dµ(x) =

∫
G

f(x) dµ(x) for f ∈ Cc(G), g ∈ G.

We likewise define right invariance by∫
G

f(xg) dµ(x) =

∫
G

f(x) dµ(x) for f ∈ Cc(G), g ∈ G.

(b) A positive left invariant Radon measure µ on G is called a (left) Haar
integral, resp., a (left) Haar measure, if 0 6= f ≥ 0 for f ∈ Cc(G) implies∫

G

f(x) dµ(x) > 0.

In the following we shall denote Haar measures on G by µG.
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Remark A.6.2. One can show that every locally compact group G possesses
a Haar measure and that for two Haar measures µ and µ′ there exists a λ > 0
with µ′ = λµ ([Neu90], [HiNe91]).

If G is compact and µ a Haar measure on G, then µ(G) is finite positive,
so that we obtain a unique Haar probability measure on G. We call this Haar
measure normalized.

Example A.6.3. (a) If G is a discrete group, then Cc(G) is the space of finitely
supported functions on G, and the counting measure∫

G

f dµ :=
∑
g∈G

f(g)

is a Haar measure on G. If, in addition, G is finite, then∫
G

f dµ :=
1

|G|
∑
g∈G

f(g)

is a normalized Haar measure.
(b) For G = Z we obtain in particular a Haar measure by∫

Z
f dµZ :=

∑
n∈Z

f(n).

(c) On G = Rn, the Riemann, resp., Lebesgue integral defines a Haar mea-
sure by ∫

Rn
f dµG :=

∫
Rn
f(x) dx.

(d) On the circle group G = T,∫
T
f dµT :=

1

2π

∫ 2π

0

f(eit) dt

is a Haar measure.
(e) If G = (R×, ·) is the multiplicative group of real numbers, then∫

R×
fdµ :=

∫
R×

f(x)

|x|
dx

is a Haar measure on G. Note that a continuous function with compact support
on R× vanishes in a neighborhood of 0, so that the integral is defined.

Lemma A.6.4. If µG is a Haar measure on G and h ∈ C(G) with
∫
G
fh dµG =

0 for all f ∈ Cc(G), then h = 0.

Proof. Let g ∈ G. Then there exists a function f ∈ Cc(G) with 0 ≤ f and
f(g) > 0 (Urysohn’s Theorem). Now fh ∈ Cc(G) satisfies fh · h = f |h|2 ≥ 0,
so that

∫
G
f |h|2 dµG = 0 implies f |h|2 = 0, and therefore h(g) = 0.
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Proposition A.6.5. Let µG be a Haar measure on G. Then there exists a
continuous homomorphism

∆G : G→ (R×+, ·) with (ρg)∗µG = ∆G(g)−1µG for g ∈ G.

Proof. Since left and right multiplications on G commute, the Radon measure
(ρg)∗µG is also left invariant and satisfies∫

G

f d
(
(ρg)∗µG

)
=

∫
G

f ◦ ρg dµG > 0

for 0 6= f ≥ 0 (cf. (3.2)). Therefore (ρg)∗µG is a left Haar measure, and hence
there exists ∆G(g) ∈]0,∞[ with (ρg)∗µG = ∆G(g)−1µG (Remark A.6.2).

Let 0 6= f ∈ Cc(G) with f ≥ 0. To see that

∆G(g)−1 =
1∫

G
fdµG

∫
G

(f ◦ ρg) dµG

depends continuously on g, we note that for a fixed g ∈ G, we actually in-
tegrate only over supp(f)g−1. For any compact neighborhood K of g0, the
subset supp(f)K−1 of G is compact (it is the image of the compact product set
supp(f)×K under the continuous map (x, y) 7→ xy−1), and for any g ∈ K we
have

∆G(g)−1 =
1∫

G
fdµG

∫
supp(f)K−1

(f ◦ ρg) dµG,

so that the continuity in g0 follows as in the proof of Proposition 3.3.4. That
∆G is a homomorphism is an immediate consequence of the definition:

(ρgh)∗µG = (ρhρg)∗µG = (ρh)∗(ρg)∗µG

= ∆G(g)−1(ρh)∗µG = ∆G(g)−1∆G(h)−1µG.

Definition A.6.6. The function ∆G is called the modular factor of G. Clearly,
it does not depend on the choice of the Haar measure µG. A locally compact
group G is called unimodular if ∆G = 1, i.e., each left invariant Haar measure
is also right invariant, hence biinvariant.

Proposition A.6.7. A locally compact group G is unimodular if it satisfies one
of the following conditions:

(a) G is compact.

(b) G is abelian.

(c) Its commutator group (G,G) is dense.

Proof. (a) In this case ∆G(G) is a compact subgroup of R×+, hence equal to {1}.
(b) Follows from the fact that ρg = λg for any g ∈ G.
(c) Since R×+ is abelian, (G,G) ⊆ ker ∆G. If (G,G) is dense, the continuity

of ∆G implies that ∆G = 1.
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Lemma A.6.8. Let G be a locally compact group, µG a Haar measure and ∆G

be the modular factor. Then we have for f ∈ L1(G,µG) the following formulas:

(a)
∫
G
f(xg) dµG(x) = ∆G(g)−1

∫
G
f(x) dµG(x).

(b) ∆−1
G · µG is a right invariant measure on G.

(c)
∫
G
f(x−1) dµG(x) =

∫
G
f(x)∆G(x)−1 dµG(x).

Proof. (a) is the definition of the modular factor.
(b) Using (a), we obtain (ρg)∗µG = ∆G(g)−1µG. Since we also have (ρg)∗∆G =

∆G(g)−1∆G, (b) follows.
(c) Let I(f) :=

∫
G
f(x−1)∆G(x)−1 dµG(x). Then (b) implies that

I(f ◦ λg−1) =

∫
G

f(g−1x−1)∆G(x)−1 dµG(x) =

∫
G

f((xg)−1)∆G(x)−1 dµG(x)

=

∫
G

f(x−1)∆G(x)−1 dµG(x) = I(f),

so that I is left invariant. For 0 ≤ f 6= 0 in Cc(G) we also have I(f) > 0, so that
I is a Haar integral. In view of the Uniqueness of Haar measure, there exists a
C > 0 with

I(f) =

∫
G

f(x−1)∆G(x)−1 dµG(x) = C

∫
G

f(x) dµG(x) for f ∈ Cc(G).

It remains to show that C = 1. We apply the preceding relation to the compactly
supported function f̃(x) := f(x−1)∆G(x)−1 to find

C

∫
G

f̃(x) dµG(x) =

∫
G

f(x)∆G(x)∆G(x)−1 dµG(x) =

∫
G

f(x) dµG(x),

which leads to C = 1/C, and hence to C = 1.

Proposition A.6.9. Let G be a locally compact group and µG a (left) Haar
measure on G. On L2(G) := L2(G,µG) we have two continuous unitary repre-
sentations of G. The left regular representation

πl(g)f := f ◦ λ−1
g

and the right regular representation

πr(g)f :=
√

∆G(g)f ◦ ρg.

Proof. The continuity of the left regular representation follows from Corol-
lary 3.3.5. For the right regular representation we apply Proposition 3.3.4 to
the left action of G on G defined by σg(x) := xg−1 = ρg−1x. Then

δ̃(g, x) :=
d
(
(σg)∗µG

)
dµG

(x) =
d
(
(ρ−1
g )∗µG

)
dµG

(x) = ∆G(g)

is a continuous function on G×G, which implies the continuity of πr.
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Corollary A.6.10. For a locally compact group G, the left regular representa-
tion is injective. In particular, G has a faithful continuous unitary representa-
tion.

Proof. For g 6= 1, pick disjoint open neighborhoods U of 1 and V of g with
gU ⊆ V . Let 0 ≤ f ∈ Cc(G) be non-zero with supp(f) ⊆ U . Then

〈πl(g)f, f〉 =

∫
G

f(g−1x)f(x) dµG(x) = 0

because supp(πl(g)f) = g supp(f) ⊆ gU ⊆ V intersects U trivially. On the other
hand the definition of Haar measure implies ‖f‖2 > 0, so that πl(g) 6= 1.

A.6.2 The Convolution Product

Let G be a locally compact group and µG be a left Haar measure on G. For
f, g ∈ Cc(G) we define we define the convolution product

(f ∗ g)(x) :=

∫
G

f(y)g(y−1x) dµG(y) =

∫
G

f(xy)g(y−1) dµG(y). (A.3)

This integral is defined because the first integrand is supported by the compact
set supp(f). Using the modular factor ∆G, we define an involution on Cc(G)
by

f∗(x) := ∆G(x)−1f(x−1). (A.4)

Lemma A.6.11. For f, g ∈ Cc(G), we have

(i) f ∗ g ∈ Cc(G) with supp(f ∗ g) ⊆ supp(f) supp(g) and convolution is
associative.

(ii) ‖f ∗ g‖1 ≤ ‖f‖1‖g‖1.

(iii) ‖f∗‖1 = ‖f‖1.

(iv) (f ∗ g)∗ = g∗ ∗ f∗.

(v) For x ∈ G and f ∈ Cc(G) we put λxf := f ◦λ−1
x and ρxf := f ◦ ρx. Then

(a) λx(f ∗ g) = (λxf) ∗ g, ρx(f ∗ g) = f ∗ ρxg,

(b) ρx(f) ∗ g = f ∗∆G(x)−1(λx−1g).

(c) (λxf)∗ = ∆G(x)ρxf
∗ and (ρxf)∗ = ∆G(x)−1λxf

∗.

(d) ‖λxf‖1 = ‖f‖1 and ‖ρxf‖1 = ∆G(x)−1‖f‖1.

(vi) For f ∈ Cc(G), the map G→ L1(G,µG), x 7→ λx(f) is continuous.

Proof. (i) The continuity of f ∗g follows from the continuity of the integrand and
the fact that we actually integrate over a compact subset of G. If (f ∗g)(x) 6= 0,
then there exists a y ∈ G with f(y)g(y−1x) 6= 0. Then y ∈ supp(f) and
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y−1x ∈ supp(g), so that x ∈ supp(f) supp(g). In particular, f ∗ g has compact
support if f and g have.

For the associativity of the convolution product, we calculate

((f ∗ g) ∗ h)(x) =

∫
G

∫
G

f(z)g(z−1y)h(y−1x) dµG(y) dµG(z)

=

∫
G

f(z)

∫
G

g(y)h(y−1z−1x) dµG(y) dµG(z)

=

∫
G

f(z)(g ∗ h)(z−1z) dµG(z) = (f ∗ (g ∗ h))(x).

(ii) We have

|f ∗ g(x)| ≤
∫
G

|f(y)||g(y−1x)| dµG(y)

and therefore

‖f ∗ g‖1 ≤
∫
G

∫
G

|f(y)||g(y−1x)| dµG(y) dµG(x)

Fubini
=

∫
G

|f(y)|
∫
G

|g(y−1x)| dµG(x) dµG(y)

=

∫
G

|f(y)|
∫
G

|g(x)| dµG(x) dµG(y) = ‖g‖1
∫
G

|f(y)| dµG(y)

= ‖g‖1‖f‖1.

Here the application of Fubini’s Theorem is justified by the fact that both
integrals extend over sets of finite measure, so that the assumption of σ-finiteness
is satisfied for the corresponding restricted measures.

(iii) In view of Lemma A.6.8, we have

‖f∗‖1 =

∫
G

∆G(x−1)|f(x−1)| dµG(x) =

∫
G

|f(x)| dµG(x) = ‖f‖1.

(iv) As in (iii), we get

(f ∗ g)∗(x) = ∆G(x)−1

∫
G

f(y)g(y−1x−1) dµG(y)

= ∆G(x)−1

∫
G

f(x−1y)g(y−1) dµG(y)

=

∫
G

g∗(y)∆G(x−1y)f(x−1y) dµG(y)

=

∫
G

g∗(y)f∗(y−1x) dµG(y) = (g∗ ∗ f∗)(x).

(v) (a) follows immediately from (A.3).
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(b) follows from

((ρxf) ∗ g)(y) =

∫
G

f(zx)g(z−1y) dµG(z) = ∆G(x)−1

∫
G

f(z)g(xz−1y) dµG(z)

= ∆G(x)−1(f ∗ λx−1g)(y).

(c) follows from

(λxf)∗(y) = ∆G(y)−1f(x−1y−1) = ∆G(x)∆G(yx)−1f(x−1y−1)

= ∆G(x)f∗(yx) = ∆G(x)(ρxf
∗)(y),

which in turn implies
(ρxf)∗ = ∆G(x)−1λxf

∗.

(d) follows from the left invariance of µG.
(vi) Let f ∈ Cc(G). In view of

‖λxf − λx′f‖1 =

∫
G

|f(x−1g)− f(x′−1g)| dµG(g),

the assertion follows from the continuity of the integrand and the fact that we
actually integrate over a compact subset of G.

Let L1(G) := L1(G,µG) denote the completion of Cc(G) with respect to ‖·‖1.
The preceding lemma implies that the convolution product and the involution
extend to continuous maps on L1(G), turning it into a Banach-∗-algebra. We
also extend the left translations λg and the maps ∆G(g)ρg to isometries of
L1(G).

Proposition A.6.12. Let (π,H) be a continuous unitary representation of the
locally compact group G. For f ∈ L1(G) and v, w ∈ H, we define by

〈π(f)v, w〉 :=

∫
G

f(g)〈π(g)v, w〉 dµG(g) (A.5)

an operator π(f) ∈ B(H), which we also denote symbolically by

π(f) =

∫
G

f(g)π(g) dµG(g).

It has the following properties:

(i) ‖π(f)‖ ≤ ‖f‖1.

(ii) The continuous linear extension π : L1(G) → B(H) defines a representa-
tion of the Banach-∗-algebra L1(G), i.e., it is a homomorphism of algebras
satisfying π(f)∗ = π(f∗) for f ∈ L1(G).

(iii) For x ∈ G and f ∈ L1(G) we have π(x)π(f) = π(λxf) and π(f)π(x) =
∆G(x)π(ρxf).
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(iv) The representation π of L1(G) on H is non-degenerate.

(v) π(L1(G))′ = π(G)′ and, in particular, π(G) ⊆ π(L1(G))′′ and π(L1(G)) ⊆
π(G)′′.

(vi) The representations of G and L1(G) have the same closed invariant sub-
spaces. In particular, one is irreducible if and only if the other has this
property.

Proof. (i) First we observe that the sesquilinear map

(v, w) 7→
∫
G

f(g)〈π(g)v, w〉 dµG(g)

is continuous:∣∣∣ ∫
G

f(g)〈π(g)v, w〉 dµG(g)
∣∣∣ ≤ ∫

G

|f(g)|‖π(g)v‖‖w‖ dµG(g) = ‖f‖1‖v‖‖w‖.

Hence there exists a unique operator π(f) ∈ B(H) satisfying (i) and (A.5).
(ii) In view of (i), π defines a continuous linear map L1(G) → B(H). It

remains to verify

π(f ∗ g) = π(f)π(g) and π(f)∗ = π(f∗).

Since Cc(G) is dense in L1(G), it suffices to verify these relations for f, g ∈
Cc(G). For v, w ∈ H, we have

〈π(f ∗ g)v, w〉 =

∫
G

∫
G

f(y)g(y−1x)〈π(x)v, w〉 dµG(y) dµG(x)

Fubini
=

∫
G

f(y)

∫
G

g(y−1x)〈π(x)v, w〉 dµG(x) dµG(y)

=

∫
G

f(y)

∫
G

g(x)〈π(yx)v, w〉 dµG(x) dµG(y)

=

∫
G

f(y)

∫
G

g(x)〈π(x)v, π(y−1)w〉 dµG(x) dµG(y)

=

∫
G

f(y)〈π(g)v, π(y−1)w〉 dµG(y)

=

∫
G

f(y)〈π(y)π(g)v, w〉 dµG(y)

= 〈π(f)π(g)v, w〉.

This proves that π(f ∗ g) = π(f)π(g). We further have

〈v, π(f∗)w〉 =

∫
G

∆G(x)f(x−1)〈v, π(x)w〉 dµG(x)

=

∫
G

∆G(x)f(x−1)〈π(x−1)v, w〉 dµG(x)

=

∫
G

f(x)〈π(x)v, w〉 dµG(x)

= 〈π(f)v, w〉,
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which implies π(f)∗ = π(f∗).
(iii) Since λx defines an isometry of L1(G), it suffices to assume that f ∈

Cc(G). For v, w ∈ H, we have

〈π(x)π(f)v, w〉 = 〈π(f)v, π(x−1)w〉 =

∫
G

f(y)〈π(y)v, π(x−1)w〉 dµG(y)

=

∫
G

f(y)〈π(xy)v, w〉 dµG(y) =

∫
G

f(x−1y)〈π(y)v, w〉 dµG(y)

= 〈π(λxf)v, w〉.

From this relation and (ii) we further derive

(π(f)π(x))∗ = π(x−1)π(f∗) = π(λx−1f∗) = π(∆G(x)(ρxf)∗) = ∆G(x)π(ρxf)∗,

and this proves (iii).
(iv) To see that the representation of L1(G) is non-degenerate, we show

that for every 0 6= v ∈ H there exists an f ∈ Cc(G) with ‖π(f)v − v‖ < ε.
To find such an f , let U be a 1-neighborhood in G with ‖π(g)v − v‖ < ε for
g ∈ U . Urysohn’s Lemma implies the existence of 0 6= f ∈ Cc(G) with 0 ≤ f
and supp(f) ⊆ U . Then

∫
G
f(g) dµG(g) > 0, and after multiplication with a

suitable scalar, we may w.l.o.g. assume that
∫
G
f(g) dµG(g) = 1. Then

‖π(f)v − v‖ =
∥∥∥ ∫

G

f(g)π(g)v dµG(g)−
∫
G

f(g)v dµG(g)
∥∥∥

=
∥∥∥ ∫

G

f(g)(π(g)v − v) dµG(g)
∥∥∥

≤
∫
G

|f(g)|‖π(g)v − v‖ dµG(g) ≤ ε
∫
G

f(g) dµG(g) = ε.

(v) First we show that π(L1(G)) ⊆ π(G)′′. So let A ∈ π(G)′. For f ∈ L1(G)
and v, w ∈ H we then have

〈Aπ(f)v, w〉 = 〈π(f)v,A∗w〉 =

∫
G

f(g)〈π(g)v,A∗w〉 dµG(g)

=

∫
G

f(g)〈Aπ(g)v, w〉 dµG(g) =

∫
G

f(g)〈π(g)Av,w〉 dµG(g) = 〈π(f)Av,w〉,

which implies that Aπ(f) = π(f)A.
Next we show that π(G) ⊆ π(L1(G))′′. If A ∈ π(L1(G))′, then

π(g)Aπ(f) = π(g)π(f)A = π(λgf)A = Aπ(λgf) = Aπ(g)π(f)

for each f ∈ L1(G), and since the representation of L1(G) on H is non-
degenerate, it follows that π(g)A = Aπ(g).

From π(L1(G)) ⊆ π(G)′′, we now get π(G)′′′ = π(G)′ ⊆ π(L1(G))′, and
likewise we derive from π(G) ⊆ π(L1(G))′′ that π(L1(G))′ ⊆ π(G)′, so that we
have equality.

(vi) Since the closed invariant subspaces correspond to the orthogonal pro-
jections in the commutant (Lemma 1.3.1), this follows from (v).
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We have just seen how to “integrate” a continuous unitary representation
of G to a representation of the Banach-∗-algebra L1(G). Thinking of π(f) =∫
G
f(x)π(x) dµG(x), this means a “smearing” of the unitary operators π(x). If

the group G is not discrete, then G is not contained in L1(G) (as δ-functions),
so that it is not obvious how to recover the unitary representation of G from
the corresponding representation of L1(G). However, since the representation
of L1(G) is non-degenerate, the operators π(x), x ∈ G, are uniquely determined
by the relation π(x)π(f) = π(λxf) for f ∈ L1(G). To make systematic use of
such relations, we now introduce the concept of a multiplier of an involutive
semigroup.

A.6.3 Unitary Multiplier Actions on Semigroups

Definition A.6.13. Let (S, ∗) be an involutive semigroup. A multiplier of S is
a pair (λ, ρ) of maps λ, ρ : S → S satisfying the following conditions:

aλ(b) = ρ(a)b, λ(ab) = λ(a)b, and ρ(ab) = aρ(b).

We write M(S) for the set of all multipliers of S and turn it into an involutive
semigroup by

(λ, ρ)(λ′, ρ′) := (λ ◦ λ′, ρ′ ◦ ρ) and (λ, ρ)∗ := (ρ∗, λ∗),

where λ∗(a) := λ(a∗)∗ and ρ∗(a) = ρ(a∗)∗. We write

U(M(S)) := {(λ, ρ) ∈M(S) : (λ, ρ)(λ, ρ)∗ = (λ, ρ)∗(λ, ρ) = 1}

for the unitary group of M(S).

Remark A.6.14. (a) The assignment ηS : S → M(S), a 7→ (λa, ρa) defines a
morphism of involutive semigroups which is surjective if and only if S has an
identity. Its image is an involutive semigroup ideal in M(S), i.e.,

M(S)ηS(S) ⊆ ηS(S) and ηS(S)M(S) ⊆ ηS(S).

(b) The map
M(S)× S → S, ((λ, ρ), s) 7→ λ(s)

defines a left action of the semigroup M(S) on S, and

S ×M(S)→ S, (s, (λ, ρ)) 7→ ρ(s)

defines a right action of M(S) on S.

Example A.6.15. (a) The C∗-algebra (Cb(X), ‖ · ‖∞) of bounded continuous
functions on a locally compact space acts via the multipliers

λ(f)h = ρ(f)h = fh

on the commutative C∗-algebra C0(X).
(b) Let H be a complex Hilbert space and K(H) be the C∗-algebra of com-

pact operators on H. Then we obtain for each A ∈ B(H) a multiplier (λA, ρA)
on K(H).



A.6. THE GROUP ALGEBRA OF A LOCALLY COMPACT GROUP 167

Lemma A.6.16. Let G be a locally compact group and (L1(G), ∗) be its con-
volution algebra. Then, for each g ∈ G, the pair

m(g) :=
(
λg,∆G(g)−1ρg−1

)
is a unitary multiplier of L1(G) and m : G → U(M(L1(G))) is a group homo-
morphism.

Proof. That each m(g) is a multiplier of the involutive semigroup L1(G) follows
from Lemma A.6.11(v)(a),(b). We further obtain from Lemma A.6.11(v)(c)
that

λ∗g = ∆G(g)ρg,

so that

m(g)∗ = (∆G(g−1)ρ∗g−1 , λ∗g) = (λg−1 ,∆G(g)ρg) = m(g−1) = m(g)−1,

which shows that m(g) is unitary. That m is multiplicative is an immediate
consequence of the definitions.

Proposition A.6.17. For each non-degenerate representation (π,H) of S there
exists a unique unitary representation (π̃,H) of U(M(S)), determined by

π̃(g)π(s) = π(gs) for g ∈ U(M(S)), s ∈ S. (A.6)

Proof. Every non-degenerate representation of S is a direct sum of cyclic ones
(Proposition 1.3.10), which in turn are (up to unitary equivalence) of the form
(πϕ,Hϕ) (Remark 4.6.2). We therefore may assume that (π,H) = (πϕ,Hϕ).
The reproducing kernel K of Hϕ is K(s, t) := ϕ(st∗), and it is invariant under
the right action of any g = (λg, ρg) ∈ U(M(S)):

K(ρg(s), ρg(t)) = ϕ(ρg(s)ρg(t)
∗) = ϕ(ρg(s)ρ

∗
g(t
∗)) = ϕ(ρg(s)λ

−1
g (t∗))

= ϕ(sλgλ
−1
g (t∗)) = ϕ(st∗) = K(s, t).

Hence π̃ϕ(g)(f) := f ◦ ρg defines a unitary representation (π̃ϕ,Hϕ) of U(M(S))
satisfying (A.6). That this condition determines π̃ϕ uniquely follows from the
non-degeneracy of the cyclic representation (πϕ,Hϕ) (Proposition 1.3.10).

A.6.4 Intermezzo on Banach Space-Valued Integrals

Let X be a compact space, µ a Radon probability measure on X, E a Banach
space and f : X → E a continuous function. We want to define the E-valued
integral

∫
X
f(x) dµ(x).

Lemma A.6.18. There exists at most one element I ∈ E with

λ(I) =

∫
X

λ(f(x)) dµ(x) for each λ ∈ E′.
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Proof. This is an immediate consequence of the fact that E′ separates the points
of E.

We define a linear functional

Ĩ : E′ → C, Ĩ(λ) :=

∫
X

λ(f(x)) dµ(x)

and observe that the integral exists because the integrand is a continuous func-
tion on X. We also observe that

|Ĩ(λ)| ≤
∫
X

|λ(f(x))| dµ(x) ≤
∫
X

‖λ‖ · ‖f(x)‖ dµ(x) = ‖λ‖ ·
∫
X

‖f(x)‖ dµ(x),

so that Ĩ ∈ E′′ with

‖Ĩ‖ ≤
∫
X

‖f(x)‖ dµ(x).

We recall the isometric embedding

ηE : E → E′′, η(v)(λ) = λ(v).

A Banach space E is said to be reflexive if ηE is surjective, but this is not the
case for each Banach space. A typical examples is c0 with c′′0 = (`1)′ = `∞.

However, we want to show that Ĩ = η(I) for some I ∈ E, which means that I
satisfies the condition in Lemma A.6.18.

Let K := conv(f(X)) and recall from Exercise A.4.1 that K is a compact
subset of E with respect to the norm topology. Write Ew for the space E,
endowed with the weak topology, i.e., the coarsest topology for which all ele-
ments λ ∈ E′ are continuous. Then the identity E → Ew is continuous and Ew
is Hausdorff, which implies that K is also compact with respect to the weak
topology. The embedding η : Ew → E′′ is clearly continuous with respect to
the weak-∗-topology on E′′ (with respect to E′) and the weak topology on E,
because for each λ ∈ E′ the map Ew → C, v 7→ η(v)(λ) = λ(v) is continuous.
Therefore the image η(K) ⊆ E′′ is weak-∗-compact.

Finally we show that Ĩ ∈ η(K). In fact, for each λ ∈ E′ we have

Ĩ(λ) =

∫
X

λ(f(x)) dµ(x) ≤
(

supλ(K)
)
µ(X) = supλ(K) = sup η(K)(λ),

so that the Hahn–Banach Separation Theorem and the weak-∗-closedness of
η(K) imply that

Ĩ ∈ η(K).

This proves the following theorem:

Theorem A.6.19. Let X be a compact space, µ a Radon measure on X, E a
Banach space and f : X → E a continuous function. Then there exists a unique
element I ∈ E with

λ(I) =

∫
X

λ(f(x)) dµ(x) for λ ∈ E′.
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Proof. It only remains to argue that the requirement that µ(X) = 1 can be
dropped. If µ(X) = 0, we anyway have I = 0, and if µ(X) > 0, then we simply
replace µ by 1

µ(X)µ and f by µ(X)f , and apply the preceding arguments.

We denote the element I also by∫
X

f(x) dµ(x).

We have already seen that∥∥∥∫
X

f(x) dµ(x)
∥∥∥ ≤ ∫

X

‖f(x)‖ dµ(x). (A.7)

Remark A.6.20. If A : E → F is a continuous linear map between Banach
spaces, then

A

∫
X

f(x) dµ(x) =

∫
X

Af(x) dµ(x).

For each λ ∈ F ′ we have

λ
(
A

∫
X

f(x) dµ(x)
)

= (λ ◦A)
(∫

X

f(x) dµ(x)
)

=

∫
X

(λ ◦A)(f(x)) dµ(x)

= λ
(∫

X

Af(x) dµ(x)
)
,

so that the assertion follows from Lemma A.6.18.

A.6.5 Recovering the Representation of G

Proposition A.6.21. For f, h ∈ Cc(G) we have

f ∗ h =

∫
G

f(x)λx(h) dµG(x)

as an L1(G)-valued integral.

Proof. Let K ⊆ G be a compact subset containing

supp(f) · supp(h) ⊇ supp(f ∗ h).

Since supp(f) is compact and the map

G→ C(K), x 7→ f(x)λx(h)|K

is continuous (see the proof of Proposition 3.3.4) Theorem A.6.19 implies the
existence of a C(K)-valued integral

I :=

∫
G

f(x)λx(h)|K dµG(x).
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If A : C(K) → L1(G) is the canonical inclusion, defined by extending a
function f : K → C by 0 on G \K, then

AI =

∫
G

f(x)λx(h) dµG(x)

follows from the fact that λx(h) vanishes outside of K. Since point evaluations
on C(K) are continuous, we have for each y ∈ K:

I(y) =

∫
G

f(x)λx(h)(y) dµG(x) = (f ∗ h)(y),

hence I = (f ∗ h)|K , and finally AI = f ∗ h follows from supp(f ∗ h) ⊆ K.

Theorem A.6.22. Let G be a locally compact group. Then there exists for each
non-degenerate representation (π,H) of the Banach-∗-algebra L1(G) a unique
unitary representation (πG,H) with the property that

πG(g)π(f) = π(λgf) for g ∈ G, f ∈ L1(G).

The representation (πG,H) is continuous, and for f ∈ L1(G) we have

π(f) =

∫
G

f(x)πG(x) dµG(x),

so that π coincides with the representation of L1(G) defined by πG.

Proof. Since we have the homomorphism

m : G→ U(M(L1(G))), g 7→ (λg,∆G(g)−1ρg−1

)
from Example A.6.15, the existence of πG follows from Proposition A.6.17.

To see that πG is continuous, let v ∈ H and f ∈ Cc(G). Then the map

G→ H, g 7→ πG(g)π(f)v = π(λgf)v

is continuous because the map G → L1(G), g 7→ λgf is continuous (Lemma
A.6.11(vi)). Since the elements of the form π(f)v span a dense subspace, the
continuity of πG follows from Lemma 1.2.6.

To see that integration of πG yields the given representation π, it suffices to
show that for f, h ∈ Cc(G) and v ∈ H we have

πG(f)π(h)v = π(f)π(h)v

because the elements of the form π(h)v, h ∈ Cc(G), v ∈ H, form a dense subset
of H. For v, w ∈ H we obtain a continuous linear functional

ω : L1(G)→ C, f 7→ 〈π(f)v, w〉.
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Applying, Proposition A.6.21 to this functional, we get with Proposition A.6.12(iii):

〈π(f)π(h)v, w〉 = 〈π(f ∗ h)v, w〉 = ω(f ∗ h) =

∫
G

f(x)ω(λxh) dµG(x)

=

∫
G

f(x)〈π(λxh)v, w〉 dµG(x) =

∫
G

f(x)〈πG(x)π(h)v, w〉 dµG(x)

= 〈πG(f)π(h)v, w〉.

This proves that π(f)π(h) = πG(f)π(h).

A.6.6 Representations of Abelian Locally Compact Groups

Proposition A.6.23. For an abelian locally compact group G, the following
assertions hold:

(a) L1(G) is a commutative Banach-∗-algebra.

(b) The map

η : Ĝ→ L1(G)′, η(χ)(f) :=

∫
G

f(x)χ(x) dµG(x)

maps the character group Ĝ bijectively onto L1(G)̂ .

Proof. (a) It suffices to show that the convolution product is commutative on
the dense subalgebra Cc(G). Since the modular factor ∆G of G is trivial (Propo-
sition A.6.7), we have

(f ∗ h)(y) =

∫
G

f(x)h(x−1y) dµG(x) =

∫
G

f(x−1)h(yx) dµG(x)

=

∫
G

f(x−1y)h(x) dµG(x) = (h ∗ f)(y).

(b) Since each character χ ∈ Ĝ is a bounded measurable function, it defines
an element in L1(G)′. If πχ(g) = χ(g)1 is the one-dimensional irreducible rep-
resentation of G, defined by the character χ, then the corresponding integrated
representation of L1(G) is given by

πχ(f) =

∫
G

f(x)χ(x)1 dµG(x) = η(χ)(f)1,

so that η(χ) : L1(G)→ C defines a non-zero algebra homomorphism because it
is a non-degenerate representation.

If, conversely, γ : L1(G) → C is a non-zero continuous homomorphism of
Banach-∗-algebras, then π(f) := γ(f)1 defines a one dimensional non-degenerate
representation of L1(G), and the corresponding representation of G is given by
a continuous character χ with πχ = π. This implies that γ = η(χ).
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In the following we endow the character group Ĝ always with the locally
compact topology for which η is a homeomorphism. This is the coarsest topology
for which all functions

f̂ : Ĝ→ C, χ 7→
∫
G

f(x)χ(x) dµG(x)

are continuous, and, by definition, all these functions vanish at infinity, i.e.,
f̂ ∈ C0(Ĝ). The function f̂ is called the Fourier transform of f .

Example A.6.24. For G = Rn we have already seen that each element of Ĝ
is of the form χx(y) = ei〈x,y〉 for some x ∈ Rn. Therefore the Fourier transform
can be written as

f̂(y) =

∫
Rn
f(x)ei〈x,y〉 dx.

From Lebesgue’s Dominated Convergence Theorem it follows immediately
that all the functions f̂ are continuous with respect to the standard topology of
Rn. Therefore the bijection

ι : Rn → R̂n, x 7→ χx

is continuous. Further, the Riemann–Lebesgue Lemma (Proposition A.5.1) im-

plies that all functions f̂ vanish at infinity, and this implies that ι extends to a
continuous map

ιω : (Rn)ω → (R̂n)ω ∼= Hom(L1(Rn),C)

of the one-point compactifications. As ιω is a bijection and Rnω is compact, it
follows that ιω, and hence also ι, is a homeomorphism.

Theorem A.6.25. (Spectral Theorem for locally compact abelian groups) Let

G be a locally compact abelian group and Ĝ ∼= L1(G)̂ be its character group.

Then, for each regular spectral measure P on the locally compact space Ĝ, the
unitary representation

πP : G→ U(H), πP (g) := P (ĝ), ĝ(χ) = χ(g),

is continuous. If, conversely, (π,H) is a continuous unitary representation of
G on H, then there exists a unique regular spectral measure P with π = πP .

Proof. First we use the spectral measure P to define a non-degenerate repre-
sentation πP of L1(G) by πP (f) := P (f̂) (Theorem 5.3.2). Then we clearly
have

πP (g)πP (f) = P (ĝ)P (f̂) = P (ĝf̂), g ∈ G, f ∈ L1(G).

Next we observe that for each character χ ∈ Ĝ we have

(λgf )̂ (χ) =

∫
G

(λgf)(x)χ(x) dµG(x) =

∫
G

f(g−1x)χ(x) dµG(x)

=

∫
G

f(x)χ(gx) dµG(x) = χ(g)

∫
G

f(x)χ(x) dµG(x) = ĝ(χ)f̂(χ).
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We thus obtain

πP (g)πP (f) = P (ĝf̂) = P ((λgf )̂ ) = πP (λgf),

so that πP : G→ U(H) is the unique continuous unitary representation of G on
H corresponding to the representation of L1(G) (Theorem A.6.22). In particu-
lar, πP is continuous. It follows in particular that πP is continuous.

If, conversely, (π,H) is a continuous unitary representation of G and
π : L1(G) → B(H) the corresponding non-degenerate representation of L1(G),

then we use Theorem 5.3.2 to obtain a regular spectral measure P on Ĝ ∼= L1(G)̂

with π(f) = P (f̂), f ∈ L1(G). Then

π(g)π(f) = π(λgf) = P (ĝf̂) = P (ĝ)P (f̂) = P (ĝ)π(f)

implies that P (ĝ) = π(g) holds for each g ∈ G (Theorem A.6.22).

Definition A.6.26. Let P be a regular spectral measure on Ĝ. If (Ui)i∈I are

open subsets of Ĝ with P (Ui) = 0, then the same holds for U :=
⋃
i∈I Ui. In

fact, since P is inner regular, it suffices to observe that for each compact subset
C ⊆ U we have P (C) = 0, but this follows from the fact that C is covered by

finitely many Ui. We conclude that there exists a maximal open subset U ⊆ Ĝ
with P (U) = 0, and its complement

supp(P ) := U c

is called the support of P , resp., the support of the corresponding representation.
It is the smallest closed subset A of Ĝ with P (A) = 1.

Exercises for Section A.6

Exercise A.6.1. Let λ = dX denote Lebesgue measure on the space Mn(R) ∼=
Rn2

of real (n×n)-matrices. Show that a Haar measure on GLn(R) is given by

dµGLn(R)(g) =
1

|det(g)|n
dλ(g).

Hint: Calculate the determinant of the linear maps λg : Mn(R)→ Mn(R), x 7→
gx.

Exercise A.6.2. Let G = Aff1(R) ∼= R n R× denote the affine group of R,
where (b, a) corresponds to the affine map ϕb,a(x) := ax + b. This group is
sometimes called the ax+ b-group. Show that a Haar measure on this group is
obtained by ∫

G

f(b, a) dµG(b, a) :=

∫
R

∫
R×

f(b, a) db
da

|a|2
.

Show further that ∆G(b, a) = |a|−1, which implies that G is not unimodular.
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Exercise A.6.3. Let X be a locally compact space, µ a positive Radon measure
on X, H a Hilbert space and f ∈ Cc(X,H) be a compactly supported continuous
function.

(a) Prove the existence of the H-valued integral

I :=

∫
X

f(x) dµ(x),

i.e., the existence of an element I ∈ H with

〈v, I〉 =

∫
X

〈v, f(x)〉 dµ(x) for v ∈ H.

Hint: Verify that the right hand side of the above expression is defined
and show that it defines a continuous linear functional on H.

(b) Show that, if µ is a probability measure, then

I ∈ conv(f(X)).

Hint: Use the Hahn–Banach Separation Theorem.

Exercise A.6.4. Let G be a locally compact group. Show that the convolution
product on Cc(G) satisfies

‖f ∗ h‖∞ ≤ ‖f‖1 · ‖h‖∞.

Conclude that convolution extends to a continuous bilinear map

L1(G,µG)× C0(G)→ C0(G).

Conclude that for f ∈ L1(G,µG) and h ∈ Cc(G), the convolution product f ∗ h
can be represented by a continuous function in C0(G).

Exercise A.6.5. Let G be a compact group. Show that every left or right
invariant closed subspace of L2(G) consists of continuous functions. Hint: Use
Exercise A.6.4 and express the integrated representation of L1(G) on L2(G) in
terms of the convolution product.

Exercise A.6.6. Let π : G → U(H) be a unitary representation of the locally
compact group G on H which is norm-continuous, i.e., continuous with respect
to the norm topology on U(H). Show that there exists an f ∈ Cc(G) for which
the operator π(f) is invertible.
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